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ABSTRACT 
Background:This study assessed weather variability and climate change in the coastal lowlands along the 

western Indian ocean coastline, Kenya. The aim of the study was to establish the trend of rainfall and 

temperature and their variations as indicators of climate change. The objectives of the study included: i) To 

determine the trend and variability of rainfall in the coastal lowlands along the western Indian ocean coastline, 

Kenya; ii) To determine the trend of land and sea temperatures in the coastal lowlands along the western Indian 

ocean coastline, Kenya iii) To forecast and predict future trends in rainfall using ARIMA model and Holt-

Winters Forecasting method in the in the coastal lowlands along the western Indian ocean coastline Kenya.  

Materials and Methods:A retrospectiveresearch design was used to obtain long term data from meteorological 

stations to establish the emerging trends.Rainfall and temperature data for a period of 37 years from 1975 to 

2015 was used. The study used descriptive statistics and time series model. Predictive model (ARIMA) and 

Holt-Winters forecasting method were used to establish future trends.  

Results:The results from analysis of rainfall and temperature showed a strong seasonality within each year, and 

some strong cyclic behavior. Mean rainfall was 923.6 with a standard deviation of over 429.2. Time series and 

ARIMA Predictive Model used in forecasting the rainfall trends indicated marginal positive and negative 

anomalies in the next six years in the study area. 

Conclusion:The study concludes that there are observed manifestations of weather variability and climate 

change in the form of erraticand poorly distributed rainfall as well as increasing temperatures in the study area. 

This trend requires closer monitoring for informed decisions in sectors that are closely associate with weather 

patterns such as agriculture, transport, tourism, sports and other socio-economic and cultural activities. 

KEY WORDS: Climate Change, Weather Variability, ARIMA Model, Forecasting, Prediction, Indicators of 

Climate Change, Seasonality, Manifestations.  
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I. INTRODUCTION 
This study focused on weather variability and climate change in the coastal lowlands of the weather 

Indian Ocean coastline in Kenya. These lowlands have experienced weather patterns associated with both the 

dry land and the Indian ocean seas surface processes. The lowlands share the shoreline or coastline of the 

western part of the Indian Ocean. The exact study areas included Tana River and Tana Delta sub-counties in the 

coastal lowlands in Kenya. The local communities in these areas have experienced adverse weather patterns 

which have affected them adversely.There is therefore the need for research that would inform policies and 

decisions in addressing the adverse impacts of climate change and weather variability.  

Weather and climate variability includes variations in the mean state and other statistics of climate on 

all temporal and spatial scales and which are beyond individual events. Climate variability is therefore measured 

by deviations (anomalies) from the general patterns of climatic elements over the years. Variability may be due 

to natural processes within the climate system (internal variability), or due to variations in natural or 

anthropogenic external factors (external variability). Climate change on the other hand is a change of climate 

attributed directly or indirectly to human activity that alters the composition of the global atmosphere and which 

in addition to natural climate variability over comparable time periods. It is a significant and long lasting change 

in the statistical distribution of weather patterns over periods ranging from a decade to millions of years (Blast, 

2010). It is a change in the average distribution of weather conditions, including the distribution of extreme 
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weather events on the earth’s surface. The most significant elements of climate that are associated with climate 

change and also addressed in this study are temperature and rainfall. Climate change and weather variability 

have been attributed to both natural and anthropogenic factors. The natural factors include oceanic, tectonic, 

radiation and biotic processes, (Stern & Kaufmann, 2014). Human induced alteration of global atmospheric 

conditions has led to accumulation of greenhouse gases that act as a blanket thereby trapping terrestrial radiation 

and eventually warming the lower atmosphere.  

Indeed, components of climate change process include natural influence, human activities, direct and 

indirect changes in climate drivers, radiative forcings as well as climate perturbation and response (Goose, et al 

2010). The climate forcings, natural forcings and human forcings have resulted in the process of global warming 

which shows no signs of decreasing and is expected to bring about long term changes in weather patterns, as 

global warming continues over the years, (Hughes, et al, 2017; Goose, et al 2010).  A climate forcing is an 

imposed perturbation of the earth’s energy balance whose consequences include change in global 

temperatures.Evidence of climate change are inferred from changes in indicators that reflect climate, such as sea 

level rise and the climate and weather variability to include rainfall variability; erratic rainfall, that is, the rains 

coming either too early or too late, ending abruptly or prolonging beyond the seasons, rainfall being too little or 

too much; and increase in temperature conditions. Earth observations by NOAA have showed that the year 2018 

was the fourth hottest year in NOAA's 139-year climate record (Meng, et al, 2019). Indeed, the five hottest years 

have occurred since 2015.Other evidence of climate change includes changes in agricultural production, as well 

as changes in water resources, low water volumes and drying of wells (Petit et al.,1999; Hugheset al.,2018). 

Manifestations of climate change have been captured in literature from different parts of the world including 

Russia, USA, Canada, and India (Seneviratne, 2006; (Seneviratne, 2006;Rasmijn et al., 2018; Rosenzweig, 

2008; Rushydromet, 2015; Agafonova et al., 2017;Schwartz, 2003; Jones, 2007;Radić, & Hock, 2011; Choi, et 

al 2009). 

In Africa, it has been established that climate change contributed or resulted in a 30% loss of corals in 

the western Indian Ocean region between 1997 and 1998 which resulted in financial losses of about US$ 12-18 

million, (Funk et al., 2008). The changes affected the endangered animal and bird species associated with these 

ecosystems (Funk et al., 2008).Other manifestations of climate change have been observed in other countries in 

Africa such as Ethiopia, Aklilu&Desalegn (2013); and Botswana, Kulthoum, (2010), (Kulthoum, 2010;Rossati, 

2017). In Kenya climate change manifests itself in the form of warming of ocean surface waters (Darling, et al, 

(2010). The Indian Ocean waters along the shoreline of Kenya, have warmed by 0.2 to 0.7°C since the early 

1900s, (WWF, 2013; WWF, 2008; Nyamwaro et al., 2015; Kizito, et al.,2015; Silvestri, et al., 2012; 2015 and 

Senaratna et al., 2015; Leauthaud, 2012; GoK, 2009; 2014; 2018; Amuyunzu-Nyamongo, et al, 2011).  

Climate models which are simplified mathematical representations of the Earth’s climate system have 

been developed to help understand the changing climatic conditions by simulating or imitating the components 

and processes at work in an actual climate system (Harper, 2018; (IGPCC-TGCIA, 1999; Seneviratne, 2006; 

Rushydromet, 2015; Agafonova et al. (2017). The national and global community have recognized the changing 

climatic conditions and the likely adverse impacts, hence have put in place measures and strategies to address 

the same. Examples of global effort include the establishment on climate change related bodies including the 

United Nations Framework °Convention on Climate Change, (UNFCCC), Intergovernmental Panel on Climate 

Change, (IPCC); United Nations Environmental Program, (UNEP);and World Meteorological Organizations, 

(WMO), among others. There a number Protocols that have also been put in place to address climate change and 

weather variability. Notable exmpale is the Kyoto Protocol which extended the 1992 UNFCCC committing 

countries to reduce greenhouse gas emissions and hence address aspects of global warming. Through the various 

Conference of Parties, (COPs), and especially the 2015 Paris Agreement, the international community to engage 

strategies to limit global greenhouse gas emissions to 2°C above preindustrial levels and thereafter aim at 

limiting increase of the harmful gases to 1.5°C.  

 

II. MATERIALS AND METHODS 
Study Design: Retrospective research design was used in the study. It is where the outcome of interest has 

occurred at the time the study is initiated. This design enables the researcher to formulate ideas about possible 

associations and investigate potential relationships.  

Study Location:The study was carried out in the coastal lowlands along the western Indian Ocean coastline in 

Kenya.  

 

Study duration: January – December 2014 

Sample Size: The study was based on secondary data on rainfall and temperature for a period of 37 years and 

sea surface temperatures for on a period of 37 and 55years 
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Procedure methodology 

Research variables included weather elements of temperature and rainfall as observed over a longer 

period of time. The study used probability sampling method. Purposive sampling technique was used to identify 

the study area and to select a meteorological station that would give data on the meteorological variables of 

temperature and rainfall. The main meteorological station located in the coastal region of Kenya and within the 

vicinity of the study areais Kipini. Another main meteorological station along the coastline in the neighboring 

regions which was also used was Msabaha.  

 

Statistical Analysis 

Data analysis was done using descriptive statistics. Descriptive statistics were used to calculate average 

values, establish trends in rainfall, temperature and crop yields. ARIMA model and Holt-Winters Holt-Winters 

forecasting method were used to predict future rainfall trends. The main statistical and data analysis tool or 

software used was Microsoft Excel. The results were presented in thematic and graphical forms.  

 

III. RESULT 
Thissection present results or findings on weather variability and climate change in the study area. The 

section covers rainfall and temperatures trends as climatic and weather variables. The aim is to observe the trend 

in order to capture any significant variability that would inform opinions on whether the study area is 

experiencing climate change beyond the allowable climatic variability perimeters.  

 

Rainfall Distribution 

The annual rainfall in coastal lowlands along the Indian Ocean shoreline in Kenya shows strong 

seasonality over the period between 1975 to 2014 year and 1960-2015 from two different stations. There is no 

apparent trend in the data over this period, Figure 1. The results show that rainfall in the study area is erratic and 

unpredictable as marked fluctuations are observed over the 37-year period. This observation has also beenmade 

and exist in literature supporting views that fluctuations in the patterns of weather elements of temperature and 

rainfall, especially when they are frequent and prolonged are manifestations of climate change (Byg&Salick, 

2009; Asante, et, al 2017; Sousa, et al 2010). 

 

 
 

Figure 1: Rainfall Distribution in the Coastal Lowlands, Kenya 

 

Scatter diagram for rainfall in the coastal lowlands, Kenya also confirms the variabilityof rainfall with 

existing extremes of outliers. Highest values were recorded between 1960 to the year 2000. A downward trend 

is seen between the year 2000 and 2015. (Figures 2). 
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Figure 2: Rainfall Variability in the Coastal Lowlands, Kenya (1959-2015) 

 

Forecasts of Rainfall in the Study Area Using Autoregressive Integrated Moving Average (ARIMA) 

Model 

ARIMA Modelis usually fitted to time series data to enhance level of understanding of the data in 

question. It is also used to predict future scenarios hence is useful in forecasting. According to this model, the 

value of time series today depends on the lagged or historical values, hence history is used to predict the future. 

The ARIMA Model is based on certain assumptions. The first assumption is that data should be 

stationarymeaning that the properties of the series don’t depend on the time when it is captured. A white noise 

series and series with cyclic behaviour can also be considered as stationary series. The second assumption is that 

the data should be univariate since ARIMA works on a single variable. Auto-regression is all about regression 

with the past values. This is illustrated in the Figure 3. 

 

 
Figure 3: ARIMA Model Random Seasonal Trend Observed 

 

From the figure above, it can be inferred that the data points have no trend but have some outliers in terms of 

sudden higher values between 1978 and 1979. The figure gives 4 components to include: 

i) Observed – the actual data plot 

ii) Trend – the overall upward or downward movement of the data points -no obvious trend in the data 

iii) Seasonal – any monthly/yearly pattern of the data points -there are seasonal variations in the data 

iv) Random – unexplainable part of the data 

 

Figure 4 shows the autocorrelations of residuals and partial autocorrelations of residuals. The figure 

shows that there are no significant autocorrelations between the observed values of the time series and the 

lagged values. The data is therefore stationary. The Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test was 

conducted to check for stationarity of the time series. 
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Figure 4:Autocorrelations of Residuals and Partial Autocorrelations of Residuals 

 

After satisfying all the assumptions of modelling, a model was fitted to the data. This was done by 

finding the three variables: p, d, and q which are non-negative integers that refer to the order of the 

autoregressive, integrated, and moving average parts of the model respectively. Going through Table 1, it is 

possible to determine the type of the ARIMA Model to select and establish what the values of p, d and q are. 

 

Table 1: Types of ARIMA Models 

Shape  Indicated Model 

Exponential Series Decaying to Zero Autoregressive Model. Partial autocorrelation function 

will be used to identify the order of the model  

Alternative positive and negative spikes 

decaying to Zero 

Autoregressive Model. Partial autocorrelation function 

will be used to identify the order of the model 

One or more spikes in series, rest are all zero Moving Average model, Identify order where plot 

becomes zero 

After a few lags, overall a decaying series Mixed Autoregressive and Moving average model 

Total Series is Zero or nearly Zero Data is Random 

Half values at fixed intervals We need to include a seasonal Autoregressive term 

Visible spikes, no decay to zero Series is not stationary 

 

Choosing the Best Model 

The method used to estimate the ARIMA model is the maximum likelihood estimation (MLE). It tries 

to maximize the log-likelihood for given values of p, d, and q when finding parameter estimates so as to 

maximize the probability of obtaining the data that has been observed. As a start an ARIMA (1,1,1) was fit to 

the data. Table 2 shows the coefficients of the model. 

 

Table 2: Coefficients of the ARIMA Model 

 Estimate Standard Error Z-value p-value 95% CI  

AR1 0.148963    0.117026    1.2729    0.2031     -0.08040481   0.3783303 

MA1 -1.000000    0.045355 -22.0485    <2e-16 

*** 

-1.08889286 -0.9111062 

SAR1 -0.101623    0.117779   -0.8628    0.3882     -0.33246453   0.1292195 

 

This process was then done recursively with different (p,d,q) values to find out the most optimized and 

efficient model.The Akaike’s Information Criterion (AIC) for a set of models were found and investigated and 

the models with lowest AIC value selected. Another criterion that was used is the Schwarz Bayesian 

Information Criterion (BIC) where the model with lowest BIC values is selected. When estimating model 

parameters using maximum likelihood estimation, it is possible to increase the likelihood by adding additional 

parameters, which may result in over fitting. The BIC resolves this problem by introducing a penalty term for 

the number of parameters in the model. Along with AIC and BIC, there is also need to closely watch those 

coefficient values and decide whether to include that component or not according to their significance level. 

Table 3 shows the models under recursion and the final model chosen. 
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Table 3: Models Under Recursion 

Model  AIC 

ARIMA(2,0,2)(1,0,1)[12]  with non-zero mean  1095.798 

 ARIMA(0,0,0  with non-zero mean  1089.885 

 ARIMA(1,0,0)(1,0,0)[12]  with non-zero mean  1092.159 

 ARIMA(0,0,1)(0,0,1)[12]  with non-zero mean  1090.711 

 ARIMA(0,0,0)             with zero mean      1236.948 

 ARIMA(0,0,0)(1,0,0)[12]  with non-zero mean  1091.262 

 ARIMA(0,0,0)(0,0,1)[12]  with non-zero mean  1091.179 

 ARIMA(0,0,0)(1,0,1)[12]  with non-zero mean  1093.375 

 ARIMA(1,0,0)             with non-zero mean  1090.831 

 ARIMA(0,0,1)             with non-zero mean  1089.548 

 ARIMA(0,0,1)(1,0,0)[12]  with non-zero mean  1090.786 

 ARIMA(0,0,1)(1,0,1)[12]  with non-zero mean  1093.004 

 ARIMA(1,0,1)             with non-zero mean  1089.669 

 ARIMA(0,0,2  with non-zero mean  1087.817 

 ARIMA(0,0,2)(1,0,0)[12]  with non-zero mean  1089.254 

 ARIMA(0,0,2)(0,0,1)[12]  with non-zero mean  1089.182 

 ARIMA(0,0,2)(1,0,1)[12]  with non-zero mean  1091.523 

 ARIMA(1,0,2)             with non-zero mean  1089.981 

 ARIMA(0,0,3  with non-zero mean  1089.894 

 ARIMA(1,0,3)             with non-zero mean  1091.606 

 ARIMA(0,0,2)             with zero mean      1166.675 

   

Best Model: ARIMA (0,0,2) with non-

zero  

mean  

  

   

Coefficients:   

ma1      ma2      mean   

 0.1678  -0.2227  949.8904   

s.e.  0.1149   0.1099   39.2218   

   

𝜎2estimated as 131370:  

log likelihood=-539.62 

  

AIC=1087.24    

AICc=1087.82   BIC=1096.45 

  

 

Diagnostic measures 

This involves finding out the pattern in the residuals of the chosen model by plotting the ACF of the residuals, 

and doing a portmanteau test. Once the residuals look like white noise, the forecasts can be calculated. 

 

Final forecasting using an ARIMA Model 

The parameters of the ARIMA model can be used as a predictive model for making forecasts for future 

values of the time series once the best-suited model is selected for time series data. The forecasts for the next 6 

years are shown in the Figure 5. The figure shows that in the next six years there will be slight upward and 

downward fluctuations in rainfall patterns. 
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Figure 5: Estimated Rainfall (Average Rainfall Forecasts for Coastal Lowlands, Kenya) for the Next Six Years 

 

Temperature variability/distribution in the study area 

The distribution of temperature in the study area shows some relatively weak fluctuations in the annual 

temperatureover the period between 1975 to 2014 year.The averagetemperature was 34.784 with a standard 

deviation of 0.5838. Figure 6 gives the general trend of temperature in the study area. 

 

 
 

Figure 6: Temperature Distribution in the Coastal Lowlands, Kenya 
 

Temperature variability is further ascertained using scatter diagrams, Figure 7. Scatter diagram for temperature 

shows a positive trend with a slight annual increase. Both maximum and minimum values are slightly on the 

upward trend. The period of 1980s recorded the highest values while the lowest temperatures were recorded in 

the late 1980s.The trend of temperature has remained upward since 2015. 

 

 
Figure 7: Temperature variability for the Coastal Lowlands, Kenya 
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Increasing trend in temperatures is a manifestation of climate change. The very slight upward 

fluctuations translate into changing environmental conditions that cause alarm at the global arena. The COP 15 

requires nations to reduce the margin of production of GHGs in order to retain the temperature conditions to a 

level that will not accelerate global warming and hence reduce the side effects.  

 

Trends of sea surface temperatures in the study area 

Studies have shown that the oceans have warmed up from the upper layers to 700 meters below sea 

level by 0.59°C in the last 135 years (Roemmichet al, 2012). Generally, the average temperature of the ocean 

surface waters is about 17°C. Temperature and salinity affect the density of water. This results in water moving 

up or down through the ocean layers as currents around the ocean.  As the oceans absorb more heat, sea surface 

temperature increases and the ocean circulation patterns that support cold and warm water around the globe 

change. The changes in sea surface temperatures is caused by excess heat from greenhouse gases emissions. It 

means that the increasing temperature conditions have not only been experienced on land but also in the ocean. 

Research has indicated that ocean heat has risen drastically over the past decade leading to potential warming. 

The study area lies along the western Indian ocean coastline or shoreline. The Indian Ocean warming affects the 

Indian Monsoon which is one of the most important climate patterns in the world. The Indian ocean dipole 

events are becoming more common with the warming in the last fifty years. Models suggest a tendency for such 

events to become more frequent and stronger in the study area. Global heating is ―supercharging‖ and this is an 

increasingly dangerous climate mechanism in the Indian Ocean that has played a role in disasters experienced in 

the year 2019 and which was characterized by floods in the study area (Beamont, P. and Readfearn, Graham 

2019). 

Summary statistics for the period 1981 t0 2019 indicate the mean temperature conditions are 27.44°C; 

the maximum and minimum temperatures values are 30.14°C and 24.979°C, respectively. The mode is 28; the 

standard deviation is 1.258 with a sample variance of 1.58; the range is 5.159. Figure 5 gives the trend of Indian 

ocean sea temperatures along the coastline of the study area. The Sea Surface Temperature for the study area’s 

coastline shows a larger deviations based on the range and this has also been documented in literature 

(Reynolds, 2002). 

 

 
Figure 5: Sea Surface Temperatures Along the Study Area’s Indian Ocean Coastline 

Source: The IRI/LDEO Collection of Climate Data 
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Using ARIMA model when temperature is plotted over time, the process has constant mean and constant 

variance, Figures6, 7, 8, 9, 10 and Tables1 and 2.  

 

 
Figure 6: Temperature Plot for Sea Surface Temperature 

 

 
Figure 7: Sea Surface Temperature Plot 
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Figure 8: Decomposition of Additive Time Series 

 

The decomposition of the time series shows that there is constant trend and variance of time suggesting 

that the time series is stationary. The ACG oscillates across the lags while the PACF has two spike at lags one 

and two. This suggests an autoregressive model.An iteration of the time series selected an ARIMA model of 

order one as illustrated in the iteration log.This model was used for forecasting.  

 

 
Figure 9: Time Data 

 

Table 1: Fitting Models Using Approximations and Re-writing the Model 

ARIMA(2,0,2)(1,1,1)[12] with drift         : 374.6425 

ARIMA(0,0,0)(0,1,0)[12] with drift         : 777.4106 

ARIMA(1,0,0)(1,1,0)[12] with drift         : 506.056 

ARIMA(0,0,1)(0,1,1)[12] with drift         : Inf 

ARIMA(0,0,0)(0,1,0)[12]                    : 775.4059 
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ARIMA(2,0,2)(0,1,1)[12] with drift         : 365.6538 

ARIMA(2,0,2)(0,1,0)[12] with drift         : 633.3207 

ARIMA(2,0,2)(0,1,2)[12] with drift         : 365.5038 

ARIMA(2,0,2)(1,1,2)[12] with drift         : Inf 

ARIMA(1,0,2)(0,1,2)[12] with drift         : Inf 

ARIMA(2,0,1)(0,1,2)[12] with drift         : 364.6368 

ARIMA(2,0,1)(0,1,1)[12] with drift         : 364.7781 

ARIMA(2,0,1)(1,1,2)[12] with drift         : Inf 

ARIMA(2,0,1)(1,1,1)[12] with drift         : 372.733 

ARIMA(1,0,1)(0,1,2)[12] with drift         : Inf 

ARIMA(2,0,0)(0,1,2)[12] with drift         : 362.6658 

ARIMA(2,0,0)(0,1,1)[12] with drift         : 362.8328 

ARIMA(2,0,0)(1,1,2)[12] with drift         : Inf 

ARIMA(2,0,0)(1,1,1)[12] with drift         : 374.7075 

ARIMA(1,0,0)(0,1,2)[12] with drift         : Inf 

ARIMA(3,0,0)(0,1,2)[12] with drift         : 374.4671 

ARIMA(3,0,1)(0,1,2)[12] with drift         : 376.2938 

ARIMA(2,0,0)(0,1,2)[12]                    : 360.6268 

ARIMA(2,0,0)(0,1,1)[12]                   : 360.8212 

ARIMA(2,0,0)(1,1,2)[12]                    : Inf 

ARIMA(2,0,0)(1,1,1)[12]                    : 372.9751 

ARIMA(1,0,0)(0,1,2)[12]                    : Inf 

ARIMA(3,0,0)(0,1,2)[12]                    : 372.479 

ARIMA(2,0,1)(0,1,2)[12]                    : 362.5813 

ARIMA(1,0,1)(0,1,2)[12]                    : Inf 

ARIMA(3,0,1)(0,1,2)[12]                    : 374.3286 

 

Re-fitting the best model(s) without approximations 

 

ARIMA(2,0,0)(0,1,2)[12]                    : Inf 

ARIMA(2,0,0)(0,1,1)[12]                    : Inf 

ARIMA(2,0,1)(0,1,2)[12]                    : Inf 

ARIMA(2,0,0)(0,1,2)[12] with drift    : Inf 

ARIMA(2,0,0)(0,1,1)[12] with drift    : Inf 

ARIMA(2,0,1)(0,1,2)[12] with drift    : Inf 

ARIMA(2,0,1)(0,1,1)[12] with drift    : Inf 

ARIMA(2,0,2)(0,1,2)[12] with drift    : Inf 

ARIMA(2,0,2)(0,1,1)[12] with drift    : Inf 

ARIMA(3,0,0)(0,1,2)[12]                    : Inf 

ARIMA(2,0,1)(1,1,1)[12] with drift    : Inf 

ARIMA(2,0,0)(1,1,1)[12]                    : Inf 

ARIMA(3,0,1)(0,1,2)[12]                    : Inf 

ARIMA(3,0,0)(0,1,2)[12] with drift    : Inf 

ARIMA(2,0,2)(1,1,1)[12] with drift    : Inf 

ARIMA(2,0,0)(1,1,1)[12] with drift    : Inf 

ARIMA(3,0,1)(0,1,2)[12] with drift    : Inf 

ARIMA(1,0,0)(1,1,0)[12] with drift    : 493.3944 

 

 Best model: ARIMA(1,0,0)(1,1,0)[12] with drift          

 

Table 2: The Coefficients of the Model 

 Coefficient 95% Confidence Interval 

AR1 0.520587 0.44131   0.59986 

SAR1 -0.50937 -0.58848 -0.43028 

DRIFT 0.000117 -0.004371735   0.004605 
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The forecast in Figure 10 shows a tendency to remain constant at 80-95% confidence interval and with 

fluctuation towards increasing temperatures for the next six years.  

 

 
Figure 10: The Forecasted Values of Sea Surface Temperature 

 

The study also used the Holt-Winters forecasting method which applies a triple exponential smoothing for level, 

trend and seasonal components. Alpha specifies the coefficient for the level smoothing, Beta specifies the 

coefficient for trend smoothing and Gamma specifies the coefficient for seasonal smoothing. The graphical 

representation is given in Figure 11. 

 

 
Figure 11: The Forecasted Values of Sea Surface Temperature Using Holt-Winters Forecasting Method 

 

The Holt-Winters forecasting gave the following results: Gama 0.00, Beta 0.00 and Alpha 0.25. The 

Mean Absolute Scale Error, (MASE) was 0.39. MASE is a measure of the accuracy of forecasts. It is the mean 

absolute values divided by the mean absolute error of the sample one-step naïve forecast. The MASE of >1 

implies the actual forecast is not good enough. MASE of <1 means that the actual forecast performance is better 

than a naïve method. It means that the lower the MASE value the lower the absolute error and the better the 

method. In this study the MASE value for SST is 0.39 hence a better prediction.  
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IV. DISCUSSION 
The trend of rainfall in the coastal lowlands along the western Indian Ocean shorelineis random with 

outliers of very high and low rainfall figures. There are marked spatial and temporal variations. The findings 

indicate that there will be increasing temperature trends in the study area. Floods and drought are expected along 

the coastal lowlands as well as in the immediate hinterland.  

The trends of rainfall and temperature observed in the study area are in line with MAMJ and MAM 

observed and projected change in precipitation from 1975 to 2025 for the study area, as projected in literature 

(FEWSNET, 2010). The FEWSNET projections indicate that the north western part of the study area will 

experience a negative trend of precipitation of up to <-100mm; the central part of the study area will experience 

a negative of <-50mm; while the southern part will experience either a positive or negative precipitation of 

<±50mm. In fact, the general trend of precipitation in the whole study area will be downward except for the far 

north eastern part that will experience positive trends of <+50. The study also confirmed long term variations of 

precipitation. The Coefficient of Variations(CoV) for rainfall between 30- >50mm.  Rainfall variability is not 

only a confine of the study area but has been documental for the continent of Africa (Janowiak, 1988; 

Nicholson, 2000; Haarsma, et al, 2005).   

The upward trend of temperature in the study area has been established. The results on temperature 

indicate that the trend of temperature also fluctuates but with minimal margins. The area has maintained higher 

temperature figures of above 30°C.It has been confirmed in literature that the temperature fluctuatingtrends 

impact in different ways on the environment as high temperatures are associated with moisture availability. This 

poses a serious challenge to the local communities in the study area.  

Similar observations have been made on increasing temperature conditions in the area and elsewhere 

(Makenzi, et al., (2013; Ray et al, 2015; Rowhani, et al, 2011).Also the FEWSNET observed and projected 

trend in temperature conditions indicate that in the northern and central part of the study area , there will be an 

upward trend or positive trend , that is <+0.7̊ C. The southern part of the study area will also experience an 

upward trend of between <0.5̊C to <+0.75C̊ (FEWSNET, 2010). There is therefore agreement in both empirical 

data and existing projections in literature on increasing temperature conditions in the study area. 

The observed and predicted trends of temperature and rainfall in the study area confirm the variability 

of these climatic parameters. Weather variability or temperature and rainfall anomalies are some of the 

manifestations of climate change (IPCC, 2007; 2008; 2013). This variability impacts on various anthropogenic 

activities and are considerably significant issues to be addressed (Osborne & Wheeler, 2013; Chen, et al, 2004).  

The sea surface temperatures have remained warmer along the coastline of the study area. This has 

generated heat in the Indian Ocean which eventually has affected climatic patterns in the region and hence 

resulted in high frequency of extreme weather events, especially floods, drought, heat waves and stronger wind 

patterns in the study area.The sea surface temperatures for the study area ranges between average maximum 

values of 30°C and minimum values of 25°C. These values are both above the average sea surface temperatures 

of about 17°C.  

The western coastline of the Indian Ocean shows a positive trend, meaning increasing temperatures. 

Indeed, using 1971-2000 as average baseline for depicting change, NOAA confirmed that most of the world’s 

Oceans have changed since 1880 (NOAA, 2016).  The seas surface temperatures along the western Indian 

Ocean coastline in Kenya had a positive change per decade of 0.13F and a cumulative figure of 1.5-2°F in the 

entire period which was statistically significant between 1901 to 2015. The increase in seas temperatures 

intensified in the last three decades even though there are a few areas where cooling has occurred that include 

parts of the North Atlantic. Global seas surface temperatures are expected to rise by approximately 0.4-1.1C by 

2025, (IPCC, 2016). Understanding seas surface temperature is important because it can be used to infer the 

response of the ocean to global warming and hence how the response can influence other changes in climate. 

Sea surface temperature also has environmental, economic, ecological as well as human health impacts. 

Changes in sea surface temperatures can also alter marine ecosystems thereby impacting directly and 

indirectly on local community livelihoods. In the coastline of the study area, studieshave confirmed that 

bleaching of coral has indeed taken place (Ateweberhan and McClanahan, 2010; Wilkinson, et al, 1999). These 

findings therefore have direct and indirect policy implications for line ministries dealing with weather related 

disasters, marine, agriculture and sustainable livelihoods.  

 

V. CONCLUSION 
The trend in temperature in the study area is upward. Rainfall is erratic hence lacks any significant 

pattern. Extreme weather events were observed in the study area in the form of prolonged drought, floods and 

delayed, unpredictable rainfall. The rains sometimes start early or late, the rains end abruptly and alternating 

light and heavy rains makes prediction difficult. There is therefore need for proper documentation of the 

changing weather and climatic variables for informed decision making at local, national, regional and global 

levels. This is because of the cumulative effect of small scale spatial and temporal patterns of studies.  
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