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Abstract: 
Background: In both developed and developing countries, breast cancer is the most common cancer in women. 

Also, it is the second main cause of cancer death in women. However, appropriate and successful treatment has 

a positive effect on the survival rate for a patient with cancer according to WHO’s report in 2016. Classification 
algorithms are frequently used to analyze breast cancer data to predict. The main objective of this research is to 

identify the best prediction model for breast cancer treatment by using decision tree algorithms. 

Materials and Methods: Data were collected from the patients' records at the BMC such as patients' ages and 

stages of the disease. The dataset was 336 patients with malignant and 10 features. Three of the decision tree 

algorithms were used to develop breast cancer prediction models; the J48, CART, and Random Forest were 

used as classifiers. This research used WEKA software to build and evaluate the models. Statistical performance 

metrics were used toevaluate the models such asClassifier Accuracy,Kappa Statistic, and ROC Curves. 

Results: Experimental results showed that the effectiveness of all models. But the Random Forest classifier has 

performed better well with the training dataset. Also, the results showed that the sensitivity, specificity, ROC 

area, and classification accuracy of the Random Forest model has achieved above 91% success for the test 

dataset. Also it had highest value of Kappa Statistic, and lowest value of Mean absolute error. 

Conclusion: The research was concluded that the Random Forest algorithm was identified as the best 
predictive model of training dataset and test dataset in this research. 
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I. Introduction 
 Breast cancer is defined as an abnormal growth of cells lining the milk ducts or breast lobes, and it 

spread out into the tissues surrounding the breast. Thus, allowing the opportunity for cancer to spread to the 

lymph nodes and other body organs such as the liver lungs, and bones in advanced stages. Breast cancer remains 

one of the principal health concerns affecting women, and a rare malignancy in men [1-2]. 

The incidence of breast cancer has increased worldwide, but breast cancer mortality seems to be 

declining, suggesting a benefit from early detection and more effective treatment[3]. In Libya, breast cancer is 

the most common cancer in females; especially in women less than fifty years of age. Also, Libya is facing the 

difficult implementation of detection and treatment measures with breast cancer and cancer in general [4].  
In recent years, machine learning and data mining have become increasingly important in the medical 

field; mainly for modeling cancer diagnosis and prognosis [5-8]. Moreover, these techniques can discover and 

identify patterns and relationships between variables, from complex and huge datasets[7-8].  

Machine learning techniques assisted in the development of predictive models; thus obtain effective results to 

assist for accurate decision making. Artificial Neural Networks, Support Vector Machines, and Decision Trees 

techniques have been widely applied in cancer research [5-8].  

There is a huge amount of data available in medical care organizations. These data are mostly used in 

the patients' care process. It will be a benefit to use it in prediction to improve healthcare. Especially since the 

appropriate treatment selection for breast cancer depends on several factors, such as the stage of disease at 

diagnosis, patients' age, and tumor size. The aim of the research is to use Decision Tree algorithms on real data 
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of cancer patients; data obtained from the Benghazi Medical Center (BMC), to identify the best prediction 

model for breast cancer treatment. 

 
 

II. Material and Methods 
Dataset Collection 

The dataset was collected from patient's records at the Department of Oncology (DoO), the Benghazi Medical 

Center. The dataset was covering a period of two years (2018 and 2019). The dataset was 336 patients with 

malignant and 10 features. All features described in Table1. 

 

Table 1: Description of features in the breast cancer dataset 
Variable Name Description Value 

Place Place of residence Benghazi - Out Benghazi 

Age at diagnosis Patient age at diagnosis in years numeric  

Side The side of breast diagnosed with cancer (Left - Right - Bilateral) 

Cancer stage  Grade of cancer I - II - III - IV 

No. Nodes Number of Lymph Node involved with cancer 0 - (1-3) - (4-9) 

Tumor size  The size of tumor in cm (<=2) - (>2 - =<5) - (>5) 

Distant 
Refers to cancer that has spread from the original tumor 

to distant organs or not 
Yes - No 

Lymph nodes Refers to Lymph nodes if involved with cancer or not Yes - No 

duration time of patient still alive after diagnosing in months numeric 

Class (Treatment 

type) 

The type of treatment underwent by the patient as their 

first treatment. 

Chemotherapy -Mastectomy - 

Lumpectomy 

 

Training and Testing dataset: Dataset was split into two subsets. The training set was 80% of instances and 

the testing set was 20% of instances. 

The dataset was converted to the arff format, which is the file type used by the Weka tool. 

 

Machine Learning models:  

The machine learning model learns from past input data to make a future prediction as output. The machine 

learning techniques used in analyzing the breast cancer data by Decision Tree. It is a decision support tool that 

uses a tree-like illustration and It has many algorithms including J48, CART, and Random Forest [9]. 

 

J48 algorithm:it selects the best features for the root node using the concept of Information Gain Ratio to build 

trees. It features Improving computational efficiency [10-11]. 

 

CART algorithm: It is Classification and Regression Tree. It uses the Gini index to determine the best 

properties of data segmentation, and Gini describes the degree of purity. CART is not significantly impacted by 

outliers in the input variables. Also, CART can use the same variables more than once in different parts of the 
tree.  This capability can uncover complex interdependencies between sets of variables [12-13]. 

 

Random Forest:It builds many decision trees when training data and outputting the class by the “bagging” 

method.  It could provide the highest accuracy performance of a model. Also, it is a flexible, and easy-to-use 

machine learning algorithm [9,14]. 

 

Models Evaluation by Statistical Metrics  

The models were assessed by statistical performance metrics which were prediction Accuracy, Sensitivity, 

Specificity, area under the curve ROC, Kappa Statistic, and Mean absolute error. Also, learning time and tree 

size were used to evaluate the models.  

 
prediction Accuracy:accuracy is essentially measuring how well the model fits the training samples, thus 

predictive accuracy should be measured based on the difference between the observed values and predicted 

values [9]. 

 

Sensitivity:the ability of a test to correctly identify patients with a disease [9]. 

 

Specificity: the ability of a test to correctly identify people without the disease [9]. 

 

Area under the curve ROC:is a measure of how well a parameter can distinguish between two diagnostic 

groups (diseased/normal) [9, 14]. 
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Kappa Statistic: is used to test interrater reliability. The importance of rater reliability lies in the fact that it 

represents the extent to which the data collected in the study are correct representations of the variables 

measured. The Kappa result is interpreted as follows: values ≤ 0 as indicating no agreement and 0.01–0.20 as 
none to slight, 0.21–0.40 as fair,0.41– 0.60 as moderate, 0.61–0.80 as substantial, and 0.81–1.00 as almost 

perfect agreement [15]. 

 

Mean absolute error: is usually intended to measure average model bias. The lower values of mean absolute 

error are better [16]. 

 

 

Test dataset: was tested by using three training models of the decision trees. 

 

III. Result & Discussion 
Three of the decision tree algorithms were applied to the training datasets with 10-fold cross-validation to 

preventing overfitting.The class attribute has three values Mastectomy, Chemotherapy, and Lumpectomy.   

 

Statistical Performance Metrics to Evaluate Training Models 

Table 2 demonstrates the results of different metrics for the algorithms to predict breast cancer (Original 

dataset). Comparisons of accuracy, sensitivity, specificity, area under the Receiver Operating Characteristics 

(ROC) curve, kappa statistic, and mean absolute error were presented in Table 2.  Accuracy and ROC also show 

in Figure 1. 

 

Table 2 : Performance parameters of decision tree algorithms for BMC breast cancer dataset 

Classifiers Accuracy% Sensitivity Specificity ROC Area 
kappa 

statistic 

Mean 

absolute 

error 

J48 72.49 0.725 0.789 0.838 0.51 0.36 

CART 72.49 0.725 0.758 0.793 0.48 0.38 

Random Forest (100 trees) 86.62 0.866 0.907 0.938 0.67 0.17 

 

 

Figure 1: Performance comparison of classifiers using Accuracy and ROC Area 

 

From Table 2 and Figure 1, the results indicated that the Random Forest classifier has performed better 

well with the training dataset with an accuracy score of 86.62 and a Sensitivity, Specificity, ROC,kappa statistic, 

and mean absolute error of 0.866, 0.907, 0.938, 0.67, and 0.17 respectively.  

In the Random Forest classifier model, test specificity and test sensitivity were high which means the 

model was able to be correctly classified. Also, the higher ROC area was observed in this model which means 

the model is able to distinguish among types of treatment and identify the important patterns for each type of 

breast cancer treatment [17-18]. Moreover, the value of the kappa statistic was substantial which means the data 
collected in the study are correct representations of the variables measured [15]. Also, the mean absolute error 

was lowest which means the Random Forest classifier model was the better model [16]. 

However, the algorithms of the J48 and CART algorithms, are the second successful algorithms with a 

72.49 % accuracy rate of each one. 
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Tree Size 

When the size of the decision tree decreases, it reduces the complexity of the algorithm and time 

consumption [17]. The three decision tree classifiers had different sizes. The Random Forest of 100 trees whose 
sizes were from 108 to 158. In general, J48 usually generates larger trees [17]. However, J48 and CART 

provided similar performance accuracy, but the J48 built a larger tree than the CART classifier; as shown in 

Figure 2. 

 

Figure 1: Tree size of decision tree algorithms for Training datasets 

 

Learning Time  

The Efficiency of the classifier is concerned with training time. When the classifier can make faster predictions, 

it has good efficiency [9]. 

 

Table 3: Learning Time 

Classifiers J48 CART Random Forest 

Learning Time 0.07 0.29 0.23 

 

Time taken to build a model and learning was presented in Table 3 in seconds. The efficiency of the classifier is 

concerned with training time. When the classifier can make faster predictions, it has good efficiency [9]. 

Although Random Forest built 100 trees, time was taken to build the model less than the CART classifier which 

builds one tree. According to learning time, the J48 classifier had considered high efficiency compared to the 
Random Forest, but it had less performance accuracy and ROC area than the Random Forest as shown in Table 

2. Also, the Random Forest built 100 trees compared to the J48 which built one tree.   

 

Test Dataset 

Table 4: Performance parameters of decision tree algorithms for test dataset 

Models  

Test dataset 

Accuracy% Sensitivity Specificity ROC Area kappa statistic 
Mean absolute 

error 

J48 80.59 0.806 0.796 0.907 0.6 0.15 

CART 71.64 0.716 0.613 0.829 0.37 0.2 

Random Forest  91.4 0.914 0.955 0.963 0.83 0.17 

 

 

 

0 

50 

100 

Size of the tree  Number of Leaves   

Training Dataset 

J48 CART 



Predicting Breast Cancer Treatment Using Decision Tree Algorithms and Statistical Metrics 

DOI: 10.9790/0853-2008124854                              www.iosrjournal.org                                                 52 | Page 

 
Figure 3: shows the comparison of accuracy, sensitivity, specificity, and ROC area with 

regard to the three models of the decision tree 
 

Table 4 and Figure 3 show the values of the statistical parameters (sensitivity, specificity, ROC area, 

kappa statistic, mean absolute error, and total classification accuracy) for the test dataset. The classification 

algorithms that have an accuracy rate higher than 90% were considered the successful model for detecting the 

best treatmentof breast cancer [17]. The results showed that the sensitivity, specificity, ROC area, and 

classification accuracy of the Random Forest model has achieved above 91% success for the test dataset. Also, 

the kappa statistic was 0.83 which means almost perfect agreement [15]; whereas, the mean absolute error was 

low which means the model is good [16]. 

Therefore, the Random Forest model was the best in the accuracy for the testing dataset and training 

dataset. While 80.59% was the accuracy for the J48 model of the testing dataset but is reduced to 72.49 of the 

training dataset. Also, the accuracy for the CART model in testing dataset was 71.64% which was the lowest 

accuracy.  
The sensitivity test is used to recognize the degree to which each predictive attribute contributes to the 

identification of the output class values[14,19-20]. In testing dataset, the sensitivity test of the J48 model was 

80.6%, the CART’s sensitivity test was 71.6%, and the sensitivity of the Random Forest model was 91.4%. 

From the previous, Random Forest was the best for the sensitivity of the testing dataset, also in the training 

dataset. 

Specificity is measuring the proportion of negatives that are correctly identified [14, 19-20].  In testing 

dataset, the specificity of J48 model was 79.6%, and the CART model had the specificity of 61.3%. While, the 

Random Forest model was 95.5%. The best specificity was the Random Forest model, also it was best in the 

training dataset. 

The ROC area values are measures of the model that have the ability to distinguish between patients 

with the disease and patients without the disease; in other words, the ROC area has the ability to distinguish 
among classification class attributes. When the ROC area is higher, it indicates to better the model able to 

distinguish between patients with the disease and patients without the disease [14-18].  From Table 4 and Figure 

3,the ROC area of the J48 model was 90.7%, and the CART’s ROC area was 82.9%. While the ROC area of the 

Random Forest model was 96.3%. From the previous, Random Forest was the best for the ROC area of the 

testing dataset, also in the training dataset. 

Kappa Statistic is used to test interrater reliability; it measures if the data collected in the study are 

correct representations of the variables measured [15]. In the testing dataset, the Kappa Statistic of the J48 

model was 0.6 and was 0.37 in the CART model; while the Kappa Statistic of the Random Forest model was 

0.83. From the previous, Random Forest was the best for the Kappa Statistic of the testing dataset, also in the 

training dataset. 

Moreover, the mean absolute error is used to measure average model bias; the lower values of the mean 
absolute error are better [16]. The Random Forest model had the lowest values of the mean absolute error in 

both the testing dataset and training dataset, thus it was a better model compared to the J48 and the CART 

models. 
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IV. Conclusion 

Data mining and machine learning techniques can assist to reduce the number of negative decisions in 

the medical field. Consequently, data mining and machine learning tools used by researchers in the medical field 

to identify important patterns and relationships among a large number of medical variables to predict the 

outcome of a disease or diagnosis, or treatment [21-22]. 

The experimental study presented in this research was conducted in order to enable us to better 

understand data mining and machine learning techniques to identify the best prediction model for breast cancer 

treatment by using decision tree algorithms. 

This research used statistical metrics to evaluate the performance and compare the results for three 

decision tree models J48, CART, and Random Forest. Experimental results showed that the effectiveness of all 

models. And the Random Forest model was the best in accuracy, sensitivity, specificity, ROC area, kappa 

statistic, and Mean Absolute Error for the training dataset and testing dataset. 

 

Future Research 

Testing the random forest algorithm on more than one dataset. In addition to the possibility of adding variables 

that affect the choice of the appropriate treatment, but retraining must be done to obtain the highest performance 

and a test using a different dataset. 
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