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Abstract: 
The hype surrounding artificial intelligence and data sciences has prompted renewed interest in the application 

of machine learning techniques to the field of meteorology. Contemporary research has led to the exploration of 

neural networks as candidates for weather prediction when combined with massive data sets. Such research has 

shown that artificial neural networks can successfully be applied to prediction of seasonal rainfall. However, it 

is evident that the accuracy of these models is compromised by poor quality data emanating from gaps in historical 

data as well as inconsistent and irregular collection of historical data. Quality of data available is therefore a 

factor that impacts the skill of the forecasts. Given the foregoing limitations, there is increased interest in the 

study of machine learning models that are resilient to poor data quality as well as techniques that can be used to 

enhance data quality.  

This study therefore sought to contribute further to the enhancement of seasonal rainfall forecasting in Zambia.   

Particularly, the study sought to explore machine learning models that are resilient to data gaps as well as 

approaches that can be used to resolve the data gaps while not compromising the efficacy of the seasonal rainfall 

forecasts. The study utilized Zambian rainfall data collected from the Zambia Meteorology Department. This 

comprised rainfall data from 1981 to 2020. Several experiments were carried out to inject faults into the dataset 

in order to ascertain which models are resilient to poor quality data and data gaps. The results showed that 

models exist that are resilient to poor quality data and data gaps within reasonable bounds. The study further 

explored the availability of external datasets that can be used to fill in missing data for rainfall forecasting. Using 

literature review and data experiments, the study determined that datasets such as reanalysis and Enact data, 

which combine satellite and station data, have reliable historical data spanning beyond 30 years. This can thus 

be a good source of historical weather data that can be used to fill in gaps and enhance rainfall forecasts in 

Zambia.  

Keywords: Zambia Meteorology Department, Fault Injection, Reanalysis, Enact, Data quality, Artificial 
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I. Introduction 
The use of artificial intelligence and machine learning in weather prediction has gained popularity, with 

a particular focus on improving rainfall forecasts through neural networks and large datasets. However, the 

accuracy of these forecasts is often hindered by the poor quality of historical data. This is characterized by data 

gaps and inconsistencies in collection methods. To overcome these challenges, there's a growing need to explore 

the use of resilient machine models which are capable of handling data quality issues and addressing missing data 

without compromising forecast accuracy.  

Appreciating that these challenges are pivotal in the advancement of contemporary seasonal rainfall 

prediction techniques, this study embarks on a thorough exploration aimed at refining seasonal rainfall forecasting 

practices in the Zambian context. Among the keys to this endeavor is the identification of resilient machine 

learning models whose performance holds up well varying data quality issues. Furthermore, the study endeavors 

to devise practical frameworks designed to address existing data gaps while not compromising the accuracy of 

forecast outcomes. 

 

II. Related Works 
Prior research has extensively investigated the application of machine learning techniques in the domain 

of weather prediction.[1] For example, Artificial Neural Networks (ANNs) have been used with great success in 

seasonal rainfall forecasting due to their ability to handle non-linear relationships and provide more accurate 

predictions. [2] Besides weather prediction, ANNs have also been successfully employed in other disciplines, 

highlighting their varied and extensive use in artificial intelligence. [3] Other studies have focused on exploring 
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machine leaning models’ resilience when faced with poor quality data and data gaps. Additionally, recent research 

has sought to explore enhancing forecast data through the incorporation of external datasets. This section reviews 

relevant studies in this field, examining advancements in machine learning based rainfall forecasting and 

identifying areas for further research and refinement. 

Mzyece et al [4] shed light on the limitations of conventional statistical models and regression analysis 

in accurately predicting seasonal rainfall. These traditional methods often fail to consider various influencing 

factors, leading to diminishing accuracy over time. In contrast, the study underscores the efficacy of ANNs in 

rainfall forecasting. [5] While Mzyece et al [4] highlight the superiority of ANNs over traditional methods, there 

is a lack of analysis to investigate and compare the performance of ANNs against alternative machine learning 

algorithms within the context of seasonal rainfall forecasting. 

Abraham et al. [6], while not addressing seasonal rainfall forecasting, contributed to understanding the 

resilience of neural network ensembles against faulty training data. Their study emphasized the effectiveness of 

ensemble learning, wherein results from multiple machine learning models are combined, in exhibiting greater 

resilience compared to individual models when faced with faulty training data. The findings underscored that a 

model's performance on clean training data does not necessarily translate to performance when the training data 

is faulty, highlighting the importance of assessing model robustness under diverse conditions. However, 

potential gaps exist due to the study's reliance on specific metrics for resilience evaluation, such as the Gini 

coefficient and the Shannon equitability index, which warrant exploration of additional metrics to provide a 

more comprehensive assessment of ensemble performance. 

In their study, Sumi et al [7] conducted a comprehensive comparative analysis of various machine 

learning models for rainfall forecasting, encompassing ANNs, Support Vector Machines (SVM), Multivariate 

Adaptive Regression Splines (MARS), and k-Nearest Neighbors (kNN). The research aimed to assess the efficacy 

of these models in predicting rainfall, particularly focusing on the case of Fukuoka city. One notable contribution 

of the study is the proposal of a hybrid multi-model approach for rainfall forecasting, which integrates the 

strengths of individual models to enhance overall forecasting accuracy. However, a possible limitation of the study 

is the lack of thorough discussion regarding the quality of the rainfall data utilized in the forecasting models. 

Issues such as missing values, measurement errors, or inconsistencies in the data were not adequately addressed, 

potentially impacting the reliability and accuracy of the forecasting models. 

A study by Ferrari, Ozaki, et al [8] focused on filling missing rainfall data in the Luvuvhu River 

Catchment in South Africa, using ANNs. The research aimed to address the challenge of incomplete precipitation 

data by comparing different imputation methods. The findings revealed that the inverse distance weighting method 

emerged as the most effective imputation method for precipitation data, demonstrating the lowest mean absolute 

error and root mean square error. However, a notable limitation of the study was the lack of validation of imputed 

data with independent observations or other methods. This absence of validation could potentially impact the 

reliability and accuracy of the results. 

Holmstrom et al [9] similarly explored the application of machine learning in weather forecasting. Their 

study focused on comparing the performance of linear regression and functional regression models. The findings 

revealed that linear regression outperformed functional regression for all forecasts. However, a limitation of the 

study was the exclusive use of linear regression and functional regression models. 

This study sought to glean from contemporary research in this field, examining advancements in 

machine learning based rainfall forecasting approaches and identifying research gaps to derive areas for further 

research and refinement. 

 

III.  Material And Methods 
Research Design 

A mixed-methods research design was employed to achieve the objectives of this study. This aimed to 

explore machine learning models' resilience to data gaps and identifying approaches to address these gaps without 

compromising seasonal rainfall forecast efficacy. The CRISP-DM (Cross Industry Standard Process for Data 

Mining) was used to achieve the data science objectives of the study. Whereas a conceptual model was devised 

to guide the experiments of the study. 

 

CRISP-DM Model for Data Science Exploration 

The CRISP-DM provides an overview of the life cycle of a data science project. [10] This methodology 

was used owing to its suitability for data science-oriented research. The CRISP-DM has the following sequential 

phases, Business understanding, Data understanding, Data preparation, Modelling, Evaluation, and Deployment. 

[11] These were employed to achieve the study’s objectives. 
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Business understanding 

This involves understanding the data science requirements. Devising a data mining aim is one of the most 

crucial aspects of this stage. The type of data mining to be conducted, such as classification or regression analysis 

should be understood first. [12]. In this vein, this study sought to perform a classification data mining. This is line 

with current practice at the Zambia Meteorological department. The goal is to classify the forecasted rainfall as 

either below normal, normal or above normal rainfall. According to a Zambian researcher, in the existing 

procedure, precipitation data spanning from 1981 to the present is arranged in ascending order using Microsoft 

Excel. Subsequently, the data is visually divided into three segments through a subjective inspection. Following 

this, the projected rainfall value is assessed by visually comparing it to the sorted data, placing the forecasted 

figure in proximity to the corresponding value to categorize it as below normal, normal, or above normal rainfall. 

[4] One of the goals of the research is to replace the visual inspection aspects with automated techniques.  The 

proposed approach will borrow the key concepts as carried out by the ZMD but ensure an automated approach. 

 

Data understanding 

This stage involved collecting required data, exploring it to gain key insights, and assessing the quality 

of data. [13] In the context of this research, primary data was obtained from the ZMD, spanning from 1981 to 

2020. The dataset had 14610 records with the following features as seen in table 1 below. 

 

Table 1. Selected Features 
Feature Description 

Date The date feature indicates the specific calendar day when weather measurements were 

recorded. 

Max Temperature The maximum temperature feature represents the highest recorded air temperature 

during a specified period. 

Min Temperature The minimum temperature feature denotes the lowest recorded air temperature within a 

specific time frame. 

Rainfall The rainfall feature quantifies the amount of precipitation, usually in millimeters or 

inches, that has occurred over a specific timeframe. 

 

Training data was then plotted to confirm seasonality trend. Seasonal patterns are often seen as recurring 

trends or cycles within the graphical representation. [14] This is seen in figure 1 below, thus confirming the 

periodic and seasonal nature of the dataset which was selected. These patterns typically exhibit regular and 

predictable fluctuations, highlighting variations that repeat over specific intervals. When observing a seasonal 

plot, you might identify peaks and troughs, illustrating the periodic nature of the data. 

 

Figure 1. Plotted weather dataset showing seasonality 

 
 

Data Preparation 

This stage involved steps such as, data normalization, transformation, and statistical binning. [15]. 

Temperature data was converted from tenths of degrees Celsius to the standard degrees Celsius format. This was 
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done by dividing the value for each temperature feature by 10. The data was transformed according to the 

algorithm below. 

1. Aggregate Daily Rainfall, Maximum temperature, Minimum temperature and group by year and month. 

2. Split aggregated data into 12 datasets, one for each month. 

3. For each data set representing a month, classify data into bin quartiles representing Below average, Average 

and Above average rainfall. 

4. Merge 12 datasets back into a single data set. 

This transformation therefore successfully automated the corresponding steps of the current ZMD 

procedure. Figure 2 below shows how datasets for each month were labelled as Below average, Average and 

Above average. A new feature, ‘Total Rain Quantile’ was then created to hold the rainfall categories. 

 

Figure 2. Statistical binning 

 
 

The three categories are ordinal categories as they have a specified order. Label encoding was done to 

transform labels into numerical values that can be consumed by machine learning estimators. Figure 3 below 

shows the resulting dataset with labelled data. 

 

Figure 3. Sample classified and labelled data 

 
 

Modelling 

The study employed a diverse set of machine learning models, including Random Forests [16], XGBoost 

[17], and Logistic Regression [18] which are known for their adaptability to varying data conditions such as 

missing and faulty data. [13]. The dataset underwent a distinctive partition into training and testing sets, deviating 

from the conventional 80%–20% ratio. In consideration of the seasonal nature inherent in the data, the training 

phase incorporated inputs spanning from the year 1981 to 2019. Subsequently, the year 2020 was exclusively 

designated for the testing set. This tailored approach acknowledges the chronological progression of the data and 

ensures a robust evaluation of the models, enhancing their ability to generalize and make accurate predictions on 

unseen, future data. 

 

Evaluation 

The evaluation of the models encompassed the utilization of key performance metrics such as accuracy, 

precision, recall, and F1-score. [19] These metrics provided a comprehensive insight into the models' proficiency 

in managing data gaps while maintaining the precision of seasonal rainfall forecasts. Additionally, a thorough 

comparative analysis was conducted, comparing the outcomes derived from various machine learning models. 

This comparative examination aimed to discern the specific strengths and weaknesses exhibited by each model 

when confronted with data gaps. The findings of this comparative analysis play a key role in enhancing the overall 

reliability of seasonal rainfall predictions. 
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Conceptual Model 

A framework was devised to assist guide the experiments that were carried out. This was done with a 

view to determine the selected models’ performance against data gaps and faults. Firstly, collected data was first 

trained without faults. All selected models were used on the same dataset with relevant hyperparameters set 

accordingly. Secondly, faults were introduced to the training data then all the models were applied to the same 

dataset. The results from first, second and other experiments were then compared to determine which models are 

resilient to faulty data. As per information provided by the Zambia Meteorology Department (ZMD), a 

predominant challenge encountered in dealing with faulty data is the issue of missing data. [4] To thoroughly 

assess the effectiveness of machine learning models in addressing this challenge, the study aimed to formulate a 

mechanism for deliberately introducing missing data into the datasets. This deliberate introduction of missing data 

serves as a simulated test scenario, allowing for a comprehensive evaluation of how well the selected models can 

handle and adapt to the challenges posed by data gaps. 

 

Model training without fault injection 

The initial experiments were carried out without faults as illustrated in the figure 4 below. The initial 

phase of experimentation involved training the models on a dataset without faults. Specifically, the selected 

machine learning models, including Random Forests, XGBoost, and MLPClassifier, were employed on the 

original dataset. This preliminary step aimed to establish a baseline performance and comprehension of how the 

models respond to the input data under normal, fault-free conditions. By initiating the experiments without 

introducing faults, the study sought to evaluate the baseline capabilities and predictive accuracy of these models 

in handling the unaltered dataset. 

 

Figure 4. Model training without fault injection 

 
 

Model training with fault injection 

In subsequent experiments, deliberate faults, specifically in the form of missing data, were introduced to 

the dataset. This intentional introduction of faults sought to emulate real-world challenges associated with data 

gaps, a critical issue acknowledged by the Zambia Meteorology Department (ZMD) [4]. During this phase, the 

machine learning models—Random Forests, XGBoost, and MLPClassifier and Logistic Regression—were 

rigorously evaluated to assess their resilience in addressing the prevalent challenge of missing data. 

 

Figure 5 illustrates how the experiments were carried out at this stage. 

 

Figure 5. Model training with fault injection 
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Framework for external datasets 

With the aim of enhancing data quality through the utilization of external datasets, the study developed 

a framework designed to integrate external datasets for the purpose of filling missing data gaps and enhancing the 

accuracy of forecasts. By leveraging these external datasets, such as reanalysis and Enact data that amalgamate 

satellite and station data, the study aimed to reinforce the integrity of historical weather data. [20] This innovative 

approach sought to fortify the predictive capabilities of machine learning models, particularly in the context of 

addressing the persistent challenge of missing data, thereby contributing to more robust and reliable seasonal 

rainfall forecasts. 

The framework defines an algorithm which begins by acquiring rainfall data spanning the last 30 years 

from the Zambia Meteorology Department (ZMD). It initiates a conditional check to determine the completeness 

of the rainfall data. If the data is complete, the algorithm proceeds to execute the forecast. In the event of 

incomplete data, the algorithm identifies the gaps. The external datasets are then downloaded. Subsequently, it 

applies the enhanced dataset to the forecast data, effectively enhancing forecast data via supplementary 

information. Finally, the algorithm executes the forecast process, incorporating both the original and enhanced 

datasets to enhance the accuracy and reliability of the predictions. 

 

Figure 6 outlines the framework. 

 

Figure 6. Framework for incorporating external datasets 

 
 

Building a Prototype for incorporating external data 

Following the development of a framework to leverage external datasets, the study constructed a 

prototype which implemented the framework. The prototype was developed using the Python and would be run 

from the command prompt. This prototype serves as a practical implementation of the framework designed to 
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enhance data quality by integrating external datasets. Aligned with this objective, the prototype is equipped to 

handle the key aspects of the framework. In its operation, the Python command prompt prompts the user to input 

the filename of the original dataset and subsequently requests the filename of the external dataset, which should 

be downloaded in advance. Upon execution, the prototype conducts a thorough analysis of the original dataset, 

checking for gaps. If no gaps are detected, it provides feedback indicating the absence of gaps. Conversely, if gaps 

are identified, the prototype dynamically fills these gaps and offers feedback acknowledging the successful 

completion of the gap-filling process. The prototype concludes by notifying the user that the forecast can now be 

executed seamlessly, showcasing the robustness of the model against poor quality data. 

 

IV. Result and Discussion 
This section explores the performance outcomes achieved by the models deployed in our study. The 

analysis encompasses a detailed examination of key metrics, including accuracy, precision, recall, and F1-score, 

offering an understanding of each model's effectiveness in handling the workings of seasonal rainfall forecasting. 

 

Performance Analysis – without faults 

In line with the conceptual model, the initial phase of experimentation involved training the models on a 

dataset without faults. The selected machine learning models, including Random Forests, XGBoost, Logistic 

Regression and MLPClassifier, were employed on the original dataset. This was done to have a baseline 

performance assessment, before faults are introduced into the dataset. 

 

Random Forests 

After the initial round of experiments, the Classification report for Random Forest model exhibited a 

high score in precision, recall and f1-score, with about 91% overall accuracy. Figure 7 below shows the 

classification report sample. 

 

Figure 7. Classification report for Random Forest, first experiment 

 
 

Figure 8 below shows the confusion matrix plotted for the Random Forest model. The plot shows that a 

high number of predictions were correctly classified. Out of 8 months predicted as having below average rainfall, 

7 were correctly classified whereas only 1 was wrong classified. As well as all 4 months predicted as having 

Average rainfall were correctly classified. Overall, 11 out 12 predictions were correctly classified. This represents 

91.66% of correctly classified rainfall predictions. 

 

Figure 8. Confusion Matrix for Random Forest, first experiment 
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Logistic Regression 

The classification report for Logistic Regression model similarly achieved high scores in precision, 

recall, and F1-score, resulting in an overall accuracy of approximately 91%. The confusion matrix showed that a 

high number of predictions were correctly classified. Out of the 8 months predicted as having below-average 

rainfall, 7 were correctly classified, while only 1 was incorrectly classified. Additionally, all 4 months predicted 

as having average rainfall were correctly classified. Overall, 11 out of 12 predictions were accurately classified, 

representing 91.66% of correctly classified rainfall predictions. At this stage of the experiments, the Logistic 

Regression model exhibited a performance comparable to that of the Random Forest model. 

 

MLPClassifier Networks 

The classification report for MLPClassifier model similarly achieved high scores in precision, recall, and 

F1-score, resulting in an overall accuracy of approximately 91%. The confusion matrix showed a high number of 

correctly classified predictions. Out of the 8 months predicted to have below-average rainfall, 7 were correctly 

classified, with only 1 misclassification. Similarly, all 4 months predicted to have average rainfall were accurately 

classified. In total, 11 out of 12 predictions were correct, representing 91.66% accuracy in rainfall predictions. At 

this experimental stage, the MLPClassifier model exhibited a performance comparable to that of the Random 

Forest and Logistic Regression models. 

 

Xgboost 

The classification report for Xgboost showcased a perfect score in precision, recall, and F1-score metrics. 

These results contributed to an overall accuracy of 100%, marking a significant achievement for the Xgboost 

model at this stage of the experiments. It is noteworthy that the Xgboost model outperformed the Random Forest, 

Logistic Regression, and MLPClassifier models in terms of precision, recall, and F1-score, underlining its superior 

performance in accurately classifying rainfall predictions during the phase where the training data remains without 

faults. Figure 9 shows the classification report for Xgboost. 

 

Figure 9. Classification report for Xgboost, first experiment 

 
 

The confusion matrix for Xgboost showed excellent performance. Particularly, all 7 months predicted to 

experience below-average rainfall were accurately classified, demonstrating a perfect record without any 

misclassifications. Similarly, the Xgboost model achieved perfection in classifying the 5 months predicted to have 

average rainfall. The overall outcome is notable, with a total of 12 out of 12 predictions being correct, resulting 

in 100% accuracy in forecasting rainfall. This stage of the experiments, characterized by fault-free training data, 

highlights the superior performance of the Xgboost model compared to the Random Forest, Logistic Regression, 

and MLPClassifier models. 

 

Figure 10 below shows the confusion matrix plotted for the Xgboost model after the first experiment. 

 

Figure 10. Confusion Matrix for Xgboost, first experiment 
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Performance Analysis – with faults introduced 

In the subsequent phases of the experiments, deliberate faults were introduced into the training data to 

replicate the real-world challenge of missing data, as acknowledged by the Zambia Meteorology Department 

(ZMD). These introduced faults aimed to simulate scenarios where data gaps or inconsistencies could occur, 

allowing for a thorough evaluation of the models' adaptability to such challenges. Once the faults were 

incorporated, all four models—Xgboost, Random Forest, Logistic Regression, and MLPClassifier—were 

thoroughly examined using the same dataset. This evaluation sought to determine and compare their respective 

performances in the presence of faulty data, shedding light on their resilience and effectiveness under adverse 

conditions.  

 

Random Forest 

At this stage of the experiments, the performance of Random Forest model decreased from 91% to 83%. 

Despite this decline, the accuracy remains relatively high, showcasing the model's resilience to faulty data in the 

subsequent experiments. 

 

Logistic Regression 

The performance of Logistic Regression model decreased from 91% to 75%. This represents a sharper 

decline in accuracy than that seen in the Random Forest model. This suggests that the Logistic Regression model 

is less resilient to data faults than the Random Forest model. 

 

MLPClassifier Networks 

The model's overall accuracy decreased from 91% to 75%. This represents a sharper decline in accuracy 

than that seen in the Random Forest model. However, this performance at this stage is the same as seen in the 

Logistic Regression model. Overall, this shows that the MLPClassifier model, just like the Logistic Regression, 

is less resilient to data faults than the Random Forest model. 

 

Xgboost 

The model's overall accuracy decreased from 100% to 91%. Despite this decline, the accuracy remains 

relatively high, showcasing the model's resilience to faulty data in the second set of experiments. At this stage of 

the experiment, the performance of Xgboost is higher than that of the other models: Random Forest, Logistic 

Regression, and MLPClassifier. 

 

Comparative Analysis 

After the third round of experiments, where the faults introduced were doubled, a systematic comparative 

analysis was carried out. This related to the four models– Xgboost, Random Forest, Logistic Regression, and 

MLPClassifier. After this phase of experiments, it became evident that Xgboost and Random Forest exhibited 

superior resilience to the introduced faults. The results highlight a subtle relationship between the extent of data 

faults and model accuracy. As the proportion of faults increased, a discernible reduction in accuracy was observed 

across all models. However, Xgboost and Random Forest consistently outperformed the others even under 

heightened fault conditions. This robust performance underscores their efficacy in handling the challenges posed 

by data gaps and inconsistencies. 

The is illustrated in table 2 below. 

 

Table 2. Comparative analysis of models  
First Experiment Second Experiment Third Experiment 

Model Before fault injection After fault injection Fault injection doubled 

Random Forest 91% 83% 66% 

Logistic Regression 91% 75% 50% 

MLPClassifier 91% 75% 50% 

XGBoost 100% 91% 66% 

 
Consequently, in situations where datasets exhibit significant data quality issues, the integration of 

external datasets, such as Reanalysis and Enact data, becomes instrumental in addressing and filling the prevalent 

data gaps. These external datasets serve as valuable supplements, enhancing the overall completeness and 

accuracy of the primary dataset. By leveraging reanalysis and Enact data, which amalgamate satellite and station 

data, the study proposes a comprehensive approach to fortifying the integrity of historical weather data, 

particularly in instances where the primary dataset suffers from substantial quality deficiency. 
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V. Conclusion 

This study was undertaken for a comprehensive exploration into machine learning applications for 

seasonal rainfall forecasting, focusing on two pivotal research questions. The first question aimed at identifying 

resilient machine learning models in the face of poor data quality. Employing a systematic analytical approach 

and leveraging existing knowledge in robust algorithms, the study revealed insights into the performance and 

resilience of various models, with XGBoost and Random Forest emerging as particularly robust performers. The 

second research question delved into strategies for enhancing data quality using external datasets. Through a 

meticulous investigation of literature and practical data experiments, the study highlighted the efficacy of external 

sources like Reanalysis and Enact data, illustrating their potential to address data gaps and improve overall data 

quality. These findings collectively contribute to advancing the field of machine learning applications in seasonal 

rainfall forecasting. The insights gained provide valuable guidance for practitioners and meteorological 

departments, emphasizing the importance of model selection in handling data quality challenges. The study 

underscores the practical utility of external datasets in mitigating data gaps, offering tangible strategies for 

optimizing the accuracy and reliability of seasonal rainfall predictions. As meteorology increasingly relies on 

data-driven approaches, these outcomes become pivotal in shaping future methodologies and ensuring the 

resilience of machine learning models in the complex sphere of weather predictions. 
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