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Abstract: This paper aims to examine the effect of fatigue caused by temporary/permanent physical characteristics 

on driver behavior and detect fatigue drivers as a result of the research. In this context, the driver was monitored by 

fixed cameras in daylight conditions. Driver fatigue detection system was developed to use yawning for fatigue 

detection and classify this characteristic with the Convolutional Neural Network (ConNN) model. Proposed method 

is trained and evaluated on YawDD, Nthu-DDD and KouBM-DFD dataset.  Experimental results demonstrate that 

the proposed ConNN can efficiently detect driver fatigue status with driving images. The proposed ConNN algorithm 

accuracy is higher than other CNN-based methods.  Accuracy rates shows 99.35%, 99.25% and 99,01%, respectively. 
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I. Introduction  
 Considering the current state of today's technologies, physiological-based, vehicle-based and behavioral-

based measurement ideas are focused to detect driver fatigue. Physiologically based measurements rely on signals 

such as brain waves, heart rate and respiratory rate [1], [2] to detect driver fatigue. Physiological signals often require 

physical contact with the driver, which can cause discomfort to the driver. Vehicle-based measurements enable the 

determination of fatigue based on the use of vehicle equipment (the driver's steering grip, the power applied to the 

pedal, etc.) [3], [4]. The problem is driver fatigue detection works in limited situations because the vehicle steering is 

used as input [5] and these systems are very dependent on the road characteristic. The reliability, accuracy and 

sensitivity of these systems which are on the market still remain uncertain [6]. 

These shortcomings paved the way for the development of a third approach, behavioral-based measurement 

systems [7],[8]. In behavioral-based measurements, driver fatigue is detected by focusing on the driver's behavior with 

computer vision and image processing approaches. In these measurements, focal point are driver's face, eyes, mouth 

and head state changes. Behavioral-based fatigue detection methods can be applied without distracting the driver. To 

determine and evaluate these characteristics on images of the driver instantly, it is determined the current status of the 

driver and whether he is tired or not [9], [10], [11].   Many researchers have proposed that yawning which is considered 

one of the behavioral-based fatigue detection conditions can be considered as a physiological state to determine 

whether the driver fatigued or unfatigued [12] [13], [14], [15].  

Zhang et al. (2015) [16] proposed a yawn detection system consisting of a face, nose and yawn detector in 

their study. They have developed a nose tracking algorithm by combining Kalman filter with a special open-source 

Tracking, Learning and Detection method. Finally, features such as nose tracking confidence value, gradient features 

around the corners of the mouth, and facial movement features were classified with the CNN model. Lai et al. (2015) 

[17] used deep learning methods to detect facial cue points. CNN and Recursive Neural Networks (RNN) methods 

were used to determine facial cues. Yan et al. (2016) [18] used the CNN model to automatically learn and predict 

predefined driving postures in their study. In their studies, the authors first trained and then classified in an 

unsupervised learning method called sparse filtering with the CNN model. In the study, the Southeast University 

driving dataset was used for classification. Gu et al. (2018) [19] proposed a multi-purpose hierarchical CNN model 

for the fatigue detection system, and PERCLOS and FOM criteria were used. Zhao et al. (2020) [20] used MTCNN 

architecture for face detection and feature point detection in their proposed driver fatigue detection algorithm, and 

they proposed a convolutional neural network called EM-CNN to detect the states of the eyes and mouth from the 

ROI images they obtained. Autonomous cars (self-driving cars) have emerged in recent years [21]. Based on the 

behavioral fatigue prediction technique, auto suppliers such as Bosch [22], and NVidia [23] are developing driver 

fatigue detection systems.
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In the study, driver fatigue is monitored in real time by using a behavioral model on drivers. We consider deep 

convolutional neural networks [24] because ConNNs have developed rapidly in the field of machine vision, especially 

for face detection [25]. First of all, the driver is monitored by fixed camera (s) in daylight conditions. Secondly, using 

the ConNN, the driver's face and mouth area are determined using the images obtained and the driver's yawning is 

classified. At the end of the classification, depending on the yawning and FOM (Flexing Frequency), the fatigue 

degree of the driver is decided. In this study, in addition to the YawDD [26], Nthu-DDD [27] data sets in the literature, 

the original data set called KouBM-DFD [28] (Kocaeli University Computer Engineering Driver Fatigue Dataset), 

which was prepared and added to the literature, was used to determine the fatigue degree of the driver. In this context; 

In order to find the most optimum result, 2 different models and their sub-models were created. Thus, we propose a 

vision-based system for detection of yawning is presented for detecting driver fatigue together with its implementation 

as a Human–Computer Interaction system. 

The rest of this article is organized as follows: Section II presents a overview of the system architecture, such 

as the data sets used, implementation and fatigue parameter. Section III proposed ConNN model is given and describes 

experimental results obtained on the model. Then, Section VI gives the results of this paper. 

 

II. Overview of the System Architecture 
For this study, 3 different data sets were used. The first of this dataset is YawDD data set. This data set 

contain two video data sets with various facial characteristics used for mouth recognition and monitoring and this 

dataset contains 351 videos. The second data set is Nthu-DDD data set. It consists of different types of sleepy and 

non-dormant activities and different situations including day and night. The last one is KouBM-DFD data set prepared 

within the scope of this study at our IPCV research laboratory and added to the literature. This data set contains various 

facial characteristics used for eye recognition and tracking, mouth recognition and monitoring. The data set consists 

of a community of male and female drivers of different nationalities. In this study, during ConNN training, data sets 

are divided into training sets and test sets. YawDD, Nthu-DDD and KouBm-DFD data sets are used for training and 

test set. The distribution of these data sets is shown in Table I. 

Table 1. The distribution of these data sets 
Data sets YawDD Nthu-DDD KouBm-DFD 

Training set 51600 28943 26694 

Test set 11710 4964 5730 

Total set 62910 33907 32424 

Implementation 

SGD optimization algorithm was used in the training phase. In this phase, batch size of 32, learning rate is 

initialized as 0.01, momentum of 0.6 and weight decay of 0.0005.  We proposed a cross entropy loss by monitoring 

the loss function. The accuracy calculation used in the study is given in (1). 

1
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Here, it corresponds to the tensor of target values (data held in an array of any size) and predicted values, and 

the accuracy value is calculated according to the total true positive and true negative values in the binary classification 

complexity matrix. N value corresponds to the total numbers of data.  

The experiment is coded in python language and utilized from Nvidia CUDA. Our tests were done on an 

NVIDIA GeForce GT540M, CUDA 1GB, Intel Core i7, 4GB DDR3, Ubuntu 16.04. 

Fatigue Parameters 

In this study, mouth state knowledge was used as the fatigue parameter. This situation depends on the 

yawning number and yawning frequency. The FOM is the ratio shown as a percentage of the driver-mouthed states to 

the total situation within a certain period of. FOM metric is given in (2). 

N = c

t

M

M
                                                                                             (2) 

In the equation
c

M  represents the number of open mouth frames within a given time frame.
t

N  refers to the 

total number of open and closed mouth frames in a given time period. 

III. Experimental Results 
Selection of modifiable model parameters (weight, layer, kernel / kernel dimensions, kernel parameters, etc.) 

is one of the important steps in problem solving in mathematical model-based approaches. It is quite difficult to find 

the optimum parameters for the model parameters in question for any problem. By trying different model parameters



A Deep Learning Approach to Driver Fatigue Detection via Mouth State Analyses and .. 

DOI: 10.9790/0661-230302430                                         www.iosrjournals.org                                              26 | Page 

 many times, the most suitable parameter values are tried to be determined. For this reason, it would be useful 

to develop adaptive parameter changing approaches. In this study, tests were carried out to find optimum parameter 

values by changing the number of filters, stepping number and filling number hyper parameters in convolution layers.  

In order to obtain optimum parameter values in the designed ConNN model, a total of 2 different models 

(Model-1 and Model 2) were created by changing the hyper parameter (the number of convolution steps). On the 

created Model-1, 3 different sub-models (Model-1 (a), Model-1 (b) and Model-1 (c)) were designed by changing the 

number of filters in the convolution layers. 

Network structure of ConNN models 

Proposed ConNN model height is shown “Fig. 1”. This model consists of input, 3 convolutional layers, 3 

activation layers, 3 pooling layers, flatten layer and 2 fully connected layers and output. 

 
Fig. 1. Proposed ConNN model 

The network structure of the designed models is given in Table 2. Hyper parameters changed in the ConNN 

model are highlighted in bold. For the KouBm-DFD dataset, the changes in each layer output are shown. 

 

Table 2. The network structure of the designed models 
Model Layers Parametres Layer Output 

 

 

 
 

 
 

Model-1 

(a) 

Conv1 5×5, 3, stride =1 

 
A1 ReLU 

 
Pool1 2×2, max pooling, 

stride =2  
Conv2 5×5, 4, stride =1 

 
A2 ReLU 

 
Pool2 2×2, max pooling, 

stride =2  

Conv3 4×4, 5, stride =1 

 
A3 ReLU 

 
Pool3 2×2, max pooling, 

stride =2  

 
 

 

 
 

 

Model-1 

(b) 

Conv1 5×5, 6, stride =1 
 

A1 ReLU 
 

Pool1 2×2, max pooling, 
stride =2  

Conv2 5×5, 8, stride =1 

 
A2 ReLU 

 
Pool2 2×2, max pooling, 

stride =2  

Conv3 4×4, 10, stride =1 
 

A3 ReLU 
 

Pool3 2×2, max pooling, 

stride =2  
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Model-1 

(c) 

Conv1 5×5, 12, stride =1 

 
A1 ReLU 

 
Pool1 2×2, max pooling, 

stride =2  
Conv2 5×5, 16, stride =1 

 
A2 ReLU 

 
Pool2 2×2, max pooling, 

stride =2  
Conv3 4×4, 20, stride =1 

 
A3 ReLU 

 
Pool3 2×2, max pooling, 

stride =2  
 

 
 

 

 
Model-2 

Conv1 5×5, 3, stride =2 

 
A1 ReLU 

 
Pool1 2×2, max pooling, 

stride =2  
Conv2 5×5, 4, stride =2 

 
A2 ReLU 

 
Pool2 2×2, max pooling, 

stride =2  
Conv3 4×4, 5, stride =2 

 
A3 ReLU 

 
Pool3 2×2, max pooling, 

stride =2  

Results 

The comparison of the training and test accuracy and f-score rates obtained by ConNN classification based 

on mouth state information is shown in Table 3. 

Table 3. The comparison of the training and test accuracy and f-score rates 
Model ConNN Epoch YawDD Nthu-DDD  KouBM-DFD 

 
 

Model-1 (a) 

Training Accuracy Accuracy F-score Accuracy F-score Accuracy F-score 

100 98.76% 96.59% 98.86% 96.51% 99.31% 96.94% 

500 99.27% 97.21% 99.09% 97.21% 99.73% 97.48% 

1000 99.70% 98.48% 99.30% 98.91% 99.79% 98.66% 

Test Accuracy 100 98.43% 95.77% 98.71% 95.31% 97.42% 95.52% 

500 99.20% 96.79% 98.78% 97.05% 98.89% 97.16% 

1000 99.35% 98.01% 99.25% 98.32% 99.01% 97.95% 

 

 
Model-1 (b) 

Training Accuracy 100 98.82% 96.02% 98.83% 96.48% 97.26% 94.24% 

500 98.92% 96.25% 98.89% 96.50% 97.84% 95.18% 

1000 98.90% 97.15% 98.87% 96.85% 97.87% 95.78% 

Test Accuracy 100 98.47% 95.65% 98.88% 95.21% 96.73% 94.02% 

500 98.60% 95.72% 98.69% 96.25% 96.82% 95.16% 

1000 98.57% 96.95% 98.83% 96.42% 97.22% 95.24% 

 

 

Model-1 (c) 

Training Accuracy 100 99.80% 97.48% 99.83% 96.83% 99.46% 95.98% 

500 99.89% 97.55% 99.91% 97.35% 99.82% 96.88% 

1000 99.91% 98.40% 99.32% 97.94% 99.86% 98.89% 

Test Accuracy 100 98.36% 96.70% 99.78% 96.28% 98.50% 94.88% 

500 98.71% 97.28% 99.21% 97.42% 98.83% 95.16% 

1000 98.21% 97.35% 99.28% 98.10% 98.32% 96.56% 

 

 
Model-2 

 

 
 

Training Accuracy 100 97.64% 95.28% 97.97% 94.81% 96.85% 94.74% 

500 97.77% 95.41% 97.88% 95.15% 97.39% 95.48% 

1000 97.80% 96.21% 97.94% 96.92% 97.73% 95.68% 

Test Accuracy 100 97.50% 94.81% 97.83% 94.82% 95.81% 94.26% 

500 97.57% 95.29% 97.81% 95.06% 96.59% 95.28% 

1000 97.56% 96.58% 97.83% 96.56% 96.57% 95.86% 
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The best accuracy rate was obtained in Model- (a). Accuracy and loss graphics on training and test data obtained in 

Model-1 (a) for the Yawdd dataset are shown in “Fig. 2”. Accuracy and loss graphics on training and test data obtained 

in Model-1 (a) for the NthuDD dataset are shown in “Fig 3”. Accuracy and loss graphics on training and test data 

obtained in Model-1 (a) for the KouBm-DFD dataset are shown in “Fig. 4”. 

 
Fig. 2. Accuracy and loss graphics on training and test data in the YawDD Dataset 

During the training phase, it was observed that the training and test error tended to decrease rapidly until the 

number of cycles reached approximately 30. It was observed that this rapid decline of the test error slowed down when 

the number of cycles reached approximately 45, but the training error slowed down when the number of cycles reached 

approximately 55 cycles. The model has been observed up to 1000 cycles in the graph and by looking at the error 

function, it is concluded that even if the oscillations continue, it remains the same and does not change, so the learning 

of the model is over. 

 Similarly, it has been observed that both training and test accuracy tend to increase rapidly at the same time 

until the number of cycles reaches approximately 30 during the training phase. It was observed that this rapid increase 

in test accuracy slowed down when the number of cycles reached approximately 45, but the training accuracy slowed 

down when the number of cycles reached approximately 55. The model has been observed up to 1000 cycles in the 

graph and by looking at the error function, it is concluded that even if the oscillations continue, it remains the same 

and does not change, so the learning of the model is over. 

 

Fig. 2. Accuracy and loss graphics on training and test data in the Nthu_DDD Dataset 

During the training phase, it was observed that the training and test error tended to decrease rapidly until the 

number of cycles reached approximately 15. It was observed that this rapid decline of the test error slowed down when 

the number of cycles reached approximately 23, but the training error slowed down when the number of cycles reached 

approximately 30 cycles. The model has been observed up to 1000 cycles in the graph and by looking at the error 

function, it is concluded that even if the oscillations continue, it remains the same and does not change, so the learning 

of the model is over.  

Similarly, it has been observed that both training and test accuracy tend to increase rapidly at the same time until 

the number of cycles reaches approximately 15 during the training phase. It was observed that this rapid increase in 

test accuracy slowed down when the number of cycles reached approximately 23, but the training accuracy slowed 

down when the number of cycles reached approximately 30. The model has been observed up to 1000 cycles in the 

graph and by looking at the error function, it is concluded that even if the oscillations continue, it remains the same 

and does not change, so the learning of the model is over.
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Fig. 3. Accuracy and loss graphics on training and test data in the KouBm-DFD Dataset 

During the training phase, it was observed that the training and test error tended to decrease rapidly until the 

number of cycles reached approximately 70. It was observed that this rapid decline of the test error slowed down when 

the number of cycles reached approximately 110, but the training error slowed down when the number of cycles 

reached approximately 200 cycles. The model has been observed up to 1000 cycles in the graph and by looking at the 

error function, it is concluded that even if the oscillations continue, it remains the same and does not change, so the 

learning of the model is over.  

Similarly, it has been observed that both training and test accuracy tend to increase rapidly at the same time until 

the number of cycles reaches approximately 70 during the training phase. It was observed that this rapid increase in 

test accuracy slowed down when the number of cycles reached approximately 110, but the training accuracy slowed 

down when the number of cycles reached approximately 200. The model has been observed up to 1000 cycles in the 

graph and by looking at the error function, it is concluded that even if the oscillations continue, it remains the same 

and does not change, so the learning of the model is over. 

Comparison of the success rate achieved with other approaches in the literature is shown in Table 4. Accuracy 

rates were found to be higher and more successful than other approaches. 

Table 4. The comparison of the accuracy rates 
 Model Dataset Accuracy 

Zhang et al., 2015 [16] CNN Their own data set, YawDD 89% 

Yan et al., 2015 [17] CNN Their own data set 98.22% 

Zhang et al., 2017 [11] CNN ImageNet, State Farm Distracted Driver 

Detection, YawDD 

87% 

Gu et al., 2018 [19] MTCNN EMD, ZJU, CEW 98.05% 

Zhao et al., 2020 [20] EM-CNN Biteda 93.62% 

Proposed model ConNN Model-1 (a) YawDD,  
Nthu-DDD,  

KouBM-DFD 

99.35% 
99.25% 

99.01% 

 

IV. Conclusion 

Driver fatigue detection is one of the important and difficult one of the most important and difficult problems to 

solve in the literature because this problem depends on human beings and every person's reaction to fatigue is variable. 

The aim of this study is to design a driver fatigue detection system compatible with real-time systems, which can be 

performed with high accuracy the test phase like training phase, for systems that require immediate intervention to the 

driver or not. In this context, the ConNN model has been proposed.  

In the study, the driver's yawning determination and the number of yawning were used to determine driver fatigue. 

When the results obtained are evaluated, driver fatigue was detected for YawDD, Nthu-DDD and KouBM-DFD data 

sets with accuracy rates of 99.35%, 99.25%, and 99.01%, respectively. 
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