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Abstract
Background: Artificial Intelligence (AI) has the capacity to fundamentally change the audit process. Current sampling based retrospective auditing can be replaced with real time 100% testing of the audited population. However, little is known about how the auditors will be impacted by the integration of AI in audit.
Aims: This study aims to investigate the perceptions and experiences of auditors of the impact of AI integration on audit.
Methods & procedures: Semi-structured interviews were conducted with ten participants who had current or previous experience as an auditor. Interviews were subject to thematic analysis.
Outcomes & results: It is comprehensible that for auditors to work with AI and other emerging technologies, a new set of skills is necessitated. Auditing standards need to evolve for AI to be implemented effectively.
Conclusions: The findings offer novel insights into the potential paradigm shift necessitated by the integration of AI in auditing. AI will be extensively applied to simple and repetitive audit tasks allowing auditors to focus on activities requiring professional judgement. Continuous auditing may relieve year-end pressures and positively impact the working patterns of the auditors.
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I. Introduction

The objective of an audit is to form an independent opinion on the financial statements of the audited entity. ISA 500 (Audit Evidence) requires auditors to obtain sufficient appropriate evidence to support the audit opinion, given that it is virtually impossible to test the whole data population of a large entity. Therefore, currently a sample is selected and tested. Artificial intelligence (AI hereafter) is described by some, i.e., Ukpong et al. (2019); Karanicas (2019); and Ponce (2018) as a game changer, because it has the potential to fundamentally change the audit process. AI enables the analysis of the full population of data and can identify outliers and exceptions (Boillet, 2018) consequently by using AI, 100% real-time audit testing can be achieved.

Artificial Intelligence is ‘a hybrid set of technologies supplementing and changing the audit’ (Issa, et al., 2016: 3) it is not a monolithic technology (Likens, 2020) and vast volumes of data from various internal and external sources can be processed and analysed (Kokina & Davenport, 2017) as software algorithms automate complex decision-making tasks to mimic human thought processes and senses (Likens, 2020).

Academic research in AI started in 1997 (Wen, 2020) when the first paper on the topic of ‘artificial intelligence and accounting’ was published. However, no research paper on the concept of AI and auditing was published until 2010. A systematic review of the literature, conducted by Wen (2020) found 40 journal articles between 2010 and 2019. Though many authors such as: Shimamoto (2018), Bowling and Meyer (2019), Dickey et al (2019), and Lin and Hazelbaker (2019) have focused on the conceptual aspects of the phenomenon. Therefore, despite recent upsurge, the empirical literature on the impact of AI on auditors is scant.

The adoption of new technologies in audit has previously been slow (Oldhouser, 2016; Krieger et al., 2021), but the impact of AI in audit is expected to be substantial because of the availability of data and processing power (Kokina & Davenport, 2017). Therefore, it is important to determine the impact of AI on auditors. The main objective of this study is to explore the perceptions and experiences of auditors about the integration of AI in audit. In order to meet this objective, this study raises the following question: How will auditors be impacted by the integration of AI in audit?

Our study contributes to the literature and practice in a number of ways. Firstly, we add to the work of Issa et al. (2016) and Kokina & Davenport (2017) by including participants from the big 4 as well as small audit firms. Secondly, we focus on the training needs of auditors and the ethical implications of integrating AI into auditing. Thirdly, our work provides evidence that it is of value to standard-setters and practitioners to consider...
the aptness of current auditing and ethical standards in conjunction with AI integration. Finally, we add the concept of continuous auditing to the existing literature and its impact on the working patterns of auditors.

The remainder of this paper is organised as follows. In Section 2, the literature is reviewed, and in Section 3, the research design is presented. The findings of this study are discussed in Section 4. Finally, we provide a conclusion in Section 5.

II. Literature Review

The ability of Artificial Intelligence to perform cognitive work has the potential to alleviate challenges in audit, hence motivating its implementation and application. Etheridge, et al. (2000) highlight the challenge of current sample-based audit processes because the auditors are unable to examine all client information. Not being able to test 100% of the clients’ data makes it harder for auditors to express a sound opinion on a company’s financial health. Moreover, Gotthardt, et al. (2020) draw attention to inefficient processes and systems currently used in audit which can result in lags, errors, outdated data, and financial loss. In addition to the opportunity for AI to improve these audit processes and systems, Kokina & Davenport (2017) and Issa, et al. (2016) emphasise that AI is suitable for the labour-intensive manual audit processes.

Academic literature, e.g. (Kokina & Davenport, 2017; Moffitt, et al., 2018; Moll & Yigitbasioglu, 2019), indicates that the main application of AI in audit is expected to be for structured and repetitive tasks. This view is also supported by practitioners (EY, 2019; PwC, 2017) who emphasise the use of AI to carry out the standardised and repeatable elements of the audit. However, Bowling & Meyer (2019) assert that AI is practicable for small audit firms as all entries in the general ledger can be effectively analysed. In fact, as opposed to conducting audit testing on a sample basis, AI can be utilised to test entire population of data to detect risk, anomalies, and fraud (Deloitte, 2017). Big 4 firms currently use AI for data analysis and risk assessment (Deloitte, 2016; EY, 2019; KPMG, 2018; PwC, 2017).

In practice, in addition to data analysis and risk assessment, AI is used by big 4 firms (Deloitte, 2016; EY, 2018; KPMG, 2018; PwC, 2018) for document review. AI enables the automatic identification and extraction of required information from any electronic document. This feature enables further audit evidence to be gathered in a shorter time frame and more precisely than the average human auditor (EY, 2018). Furthermore, AI has also been applied alongside drones for inventory counts which negates the need for auditors to complete this task physically (PwC, 2019a). Appelbaum, et al. (2020) emphasise the benefit of this application and its increasing use due to the COVID-19 pandemic in-person restrictions.

Fraud detection is an alternative use of AI, suggested by Dickey, et al. (2019) who infer from previous literature that AI capabilities of speech and facial recognition can be beneficial in fraud interviews, although it is not currently in use. Elements of audit process covered by AI may include: analytical review procedures (Kokina & Davenport, 2017); internal controls evaluations (PwC, 2019b); going concern (Munoko, et al., 2020); and, continuous auditing (Raschke, et al., 2018).

Automation of structured and repetitive audit tasks (e.g., Moffitt, et al., 2018; Moll & Yigitbasioglu, 2019) means that auditors can reallocate their time away from menial tasks, to focus on high-value assignments (Kruskopf, et al., 2020; Shimamoto, 2018). Focus of human involvement would turn to tasks which are too narrow or uncommon for it to be economical to apply AI (Kokina & Davenport, 2017). As AI assists in data collection and analysis, there will be increasing amounts of data and information for auditors to use, therefore, part of auditors’ jobs will be to interpret the results produced by AI (Issa et al., 2016), recognise relevant facts and figures and make informed decisions (Kruskopf, et al., 2020). New insights generated from data would help in designing effective controls, improved performance (Shimamoto, 2018), enhanced audit quality and better value to clients (Raphael, 2017).

In addition to the new activities conceived for working alongside AI, Haq, et al. (2020) emphasise the requirement for auditors to possess superior technical expertise to understand algorithms used so that they can explain the reasoning for decisions, as required by current audit standards. This modification of auditors’ knowledge is also supported by Dickey et al. (2019), who suggest that the future auditor will need a solid understanding of information systems, data science and general business.

The integration of AI in audit will impose significant changes which auditors will need to prepare for (Lin & Hazelbaker, 2019). Therefore, the training for new auditors will have to change to ensure they have the correct skills, knowledge, and experience to work in the new AI-audit environment (Giles, 2019). Subject knowledge is an essential requirement for auditors, but there is risk that overreliance on technology might lead to an oversight in this area. Some recent studies by Tsiligiris and Bowyer (2021) and Jackson and Meek (2021) argue that subject knowledge is at the core of accountants’ skills and despite the flux of expectations about the role of technology, accounting and auditing knowledge remain key pre-requisites for the success of future accountants and auditors.
To prepare the future auditor, accounting curricula need to be adapted to incorporate AI and other emerging technologies that become essential in the profession (Drew & Tysiac, 2020; Issa, et al., 2016; Munoko, et al., 2020; Qasim & Kharbat, 2020). Furthermore, Munoko et al. (2020) advocate that audit firms implementing AI offer training in emerging technologies to continuously enhance their employees’ competencies.

A significant change in skills suggested by Kruskopf et al. (2020) is the focus on social skills which will be needed to bridge the gap between humans and machines. The shift to social skills focuses on communication, conflict resolution, versatility, emotional intelligence, creativity, and customer service orientation. While much of the literature calls for a change of skill set for the future auditor (Dickey, et al., 2019; Haq, et al., 2020; Kruskopf, et al., 2020), many emphasise the traditional skill of professional judgement being especially important. Omoteso (2012) explains the use of AI to only support auditors because machines do not possess human traits required for complex judgement, meaning the auditor is always ultimately responsible for decision making. The same view is given by Alexander (2018), stating that although AI may detect something considered unusual, this does not mean it is wrong, therefore, auditors must apply professional judgment and scepticism to review automated procedures.

Some authors, i.e., Munoko, et al. (2020), Dickey, et al. (2019) and Issa et al. (2016) draw attention to the potential ethical challenges with specific reference to the International Standards on Auditing (ISAs) and International Standards Board for Accountants (IESBA) requirements. The principles of independence, due professional care, objectivity, and confidentiality required by auditors in the code of ethics (IESBA, 2018) may be compromised with the use of AI (Munoko, et al., 2020). Auditors may become over-reliant on outcomes of AI systems if they fail to investigate data or dispute results (Dickey, et al., 2019). This presents an ethical issue because the professional judgement and scepticism required by auditors under ISA 200 (FRC, 2020) would be undermined (Munoko, et al., 2020). Independence may be compromised again due to over-reliance on AI for certain tasks such as internal control evaluations (Issa, et al., 2016). Due professional care requires auditors to explain the rationale for their decisions (IESBA, 2018). This could be impaired when using AI because of its complexity and lack of transparency which make it challenging for auditors to understand justifications behind AI outcomes (Munoko, et al., 2020).

### III. Research Design

#### 3.1 Data collection and recruitment

We seek to explore the impact of the integration of Artificial Intelligence in audit by adopting a qualitative research methodology. This design is selected to elucidate the perceptions and thoughts of the auditors, as the auditors are impacted by the AI integration in auditing. Qualitative inquiry is ideally suited for explicating subjective meaning, perspectives and interpretations which may otherwise remain concealed (Willig, 2001). As such, the present study is informed by a constructivist paradigm, in which meanings and experiences are perceived to originate from social interaction and discourse rather than residing within the individual (Guba & Lincoln, 1994). The participants and researchers were actively involved in constructing meaning through dialogue. Thus, meaning making is co-constructed through the interview process itself.

Participants were contacted by the field researcher (HH) via email or social media sites, such as LinkedIn, with a brief explanation of the research and a request to arrange an online meeting. 19 potential participants were invited to take part in the study, of which, 10 agreed. Eight of these participants are based in the UK and two in British channel island of Jersey. According to Saunders, et al. (2016), this is considered a suitable number of participants for an exploratory study to enable deep analysis of information through semi-structured interviews. The semi-structured interviews lasted approximately 25 – 30 minutes each. All these participants were provided with the information sheet with full details of the project as required by the Nottingham University research ethics protocol.

Due to the COVID-19 pandemic, all interviews were conducted online using Zoom or Microsoft Teams. This provided greater convenience than face-to-face interviews. Furthermore, all participants agreed to their interview being recorded. This was beneficial so that the interviewer could stay alert and for interviews to be transcribed afterwards (Bryman, 2015). Interviews were conducted between December 2020 and February 2021. The digital recording avoided any data loss and listening to the interview recordings before the data analysis provided an early indication of the codes and themes. Data from transcripts was organised in a spreadsheet to identify relevant excerpts and to find themes.
3.2 Analytical Technique

The raw data of the semi-structured interviews was systematically analysed through the means of data-driven thematic analysis. Thematic analysis is a powerful analytical tool with which the researchers can ‘identify, organise, analyse, and report the finding patterns’ in the data corpus (Braun and Clarke 2012). The approach employed in this study was inspired by the general guidelines of Braun and Clarke’s (2006) six-step thematic analysis framework involving: (i) getting familiar with the data through transcription; (ii) generating initial codes; (iii) searching for themes; (iv) reviewing themes; (v) defining and naming themes; and (vi) producing the final written output. However, the analysis was not a linear process of moving forward through the six steps. Braun and Clarke (2020) acknowledge the recursive and iterative nature of the analysis in which the researcher must move back and forth through the steps as necessary.

To get familiar with the data, the field researcher (HH) listened to each interview recording before transcribing. This playback of each interview required active listening which was necessary to develop an understanding of the primary areas addressed in each interview prior to transcription. To generate initial codes, we worked through the entire data set systematically to identify informative and interesting data items suitable to develop themes. After coding all relevant data items, we moved from the interpretation of individual data items within the dataset, to the interpretation of aggregated meaning and meaningfulness across the dataset. This exercise enabled us to develop a thematic table that collated codes and data items relative to their respective themes (Braun and Clarke 2012).

Whilst reviewing themes, we conducted a recursive review of the themes regarding the coded data items and the entire dataset (Braun and Clarke, 2020) to ensure that themes identified, provided pertinent interpretation of the data in relation to the research question. Subsequently, we conducted a deep analysis of the underlying data items to define and name themes. We identified extracts that provide a vivid and compelling account of the arguments being made by a respective theme. Each extract is interpreted in relation to its constitutive theme, as well as the broader context of the research question to create an analytic narrative that informs the reader what is interesting about this extract and why (Braun and Clarke 2012).

From the thematic analysis, five main themes emerged, each of them with multiple dimensions and expressions, based on the patterns of the participants’ responses. The five themes are: (i) Application of AI in audit, (ii) Impact of AI on auditors’ tasks, (iii) Impact of AI on auditors’ knowledge and skills, (iv) Impact of AI on auditors’ training, and (v) Ethical implications of AI for auditors.

IV. Findings and Discussion

4.1 Applications of AI in Audit

Various applications of AI in audit were suggested by participants during interviews. There was an overarching theme that AI will be primarily used for mundane and repetitive tasks.

“We should be able to use artificial intelligence to replace a lot of manual repetitive tasks that we usually have to do.” Participant6

Also, “... it'll rid of some of the mundane checking of certain things. I think you'll get rid of some of the grunt work, so the boring stuff.” Participant10

This finding supports both academics and practitioners who generally emphasise the application of AI in audit for structured and repetitive tasks (e.g. EY, 2019; Kokina & Davenport, 2017; Moffitt, et al., 2018; Moll & Yigitbasioglu, 2019; PwC, 2017).

The most common application of AI in the interview data was for audit samples as AI allows for full population testing to enable irregularities to be detected more easily than with manual processes.

“The normal standard auditing approach is we use it on a sample basis, we don't test all of the items. When we use artificial intelligence, if we can cover off more items that will help us be more confident when we issue our opinions.” Participant5

“Instead of taking a sample, however large that might be or thorough, you can look at every transaction from that overview and have the intelligence within the system draw out things that you might want to look at.” Participant7

In the interviews, participants highlighted AI’s ability to analyse all information for journal entry testing using certain parameters to find items outside the usual pattern that require auditor attention. The participants suggested that this application will help to identify anomalies, risks and fraud, as well as enable continuous
auditing and reduce human error. This brings time saving advantages and increased confidence when issuing an opinion. Although the application of AI for fraud detection was recognised in the interviews, some participants specified the limitation of its use due to human judgement being required.

These findings align with evidence from practitioners in the literature review as the evaluation of an entire population is used to identify risks, anomalies, and fraud (Deloitte, 2016; EY, 2019; KPMG, 2018; PwC, 2017). Moreover, the requirement for human judgment in fraud mentioned in the interviews is recognised in a general audit context by Omoteso (2012).

Besides journal entry testing, the application of AI for contract reading was used by some participants’ firms. For example, Participant1 said:

“We do use it for contract reading at the moment, so when there’s lots of things like insurance contracts or bank contracts and things, then you can use that to automatically read through it and interpret clauses and things like that. It's still relatively straightforward though.”

The application of AI for contract reading is encompassed within document review as a current use of AI at all Big 4 firms identified in the literature review (Deloitte, 2016; EY, 2018; KPMG, 2018; PwC, 2018). Participant1’s distinction of this application being “relatively straightforward” suggests potential advancement of contract reading in the future although this was not specifically highlighted in the literature.

Another significant theme from the interviews was the benefits of using AI alongside other technologies. Integrating AI and data analytics was suggested to help increase value for clients and increase the quality of audit. Furthermore, participants explained the potential application of AI with drones for inventory counts, but it was not recognised a current use. This was recognised in the literature as a current application (PwC, 2019a) but limited implementation in audit firms may explain this discrepancy.

4.2 Impact of AI on Auditors’ Tasks

The predominant theme in relation to the impact of AI on auditors’ day-to-day activities is that it will enable auditors to focus their time on higher value activities. The automation of simple and repetitive tasks as identified from the interviews and literature will make audits more efficient as auditors will spend less time on these tasks. The explanation given by Participant4 below supports this view:

“When it comes to the more mundane, simple tasks, there’s really the strive to include technology in that as AI becomes more widely used and people become more comfortable with it. We're trying to implement it more to those simple things and I think in an audit perspective it will be all about trying to make things more efficient and trying to do things to cut down on time so that humans can act as auditors and can focus more on the judgment areas and more on the complex work within audit.”

Similarly, Participant6 asserts that:

“...as we move more into an AI space, I do think we’re able to provide comfort in the simpler areas a lot faster and more efficiently for stakeholders and therefore we’re able to focus on the more judgmental parts.”

By integrating AI into auditing; mundane, simple and routine tasks can be automated, according to participants 3,4 and 6. Participant 4 suggested that if AI is implemented for continuous auditing, the auditors will focus on complex parts of the audit where human judgement is required, while simple, mundane and repetitive tasks can be automated. This can lead to reduced overtime and less pressure on auditors at the year-end. The implementation of AI for continuous auditing was mentioned in their research note by Raschke, et al., (2018) but this study offers new insight regarding the practicability of continuous auditing, which was not identified in the literature.

The primary area identified by participants for auditors to focus their time was on tasks involving human judgement. This will be elaborated on later as human judgement is considered a skill impacted by the implementation of AI.

Participants also suggested that auditors can focus their time on areas of greater stakeholder interest such as adding value for clients by taking a more advisory role (for example participant 3). However, in the context of auditors’ tasks, none of the participants mentioned the ethical dilemmas associated with advisory and value-adding roles. A similar view is reflected by Shimamoto (2018) and Raphael (2017) as they recognise a greater
client focus. However, the ethical issue of undermining auditor independence should be considered if auditors take on management responsibility in an advisory role (Munoko, et al., 2020).

Another finding from the interview data about how AI will impact auditors’ tasks was that auditors will need to spend time understanding AI systems and outputs. Participants note that auditors will need to check the accuracy of data, comprehend data and interpret results in order for AI to be implemented effectively.

“[AI] still needs to be checked by person and so it might involve different types of skills and being able to liaise with developers for example.” Participant3

“I think the AI can pull out all the work that we need to look at further and definitely refine the work that we're doing, and then humans will comprehend that work and interpret it.” Participant4

This finding supports Issa et al. (2016) who suggest the focus on interpretation of results produced by AI. It also builds on Kokina & Davenport’s (2017) new activities of monitoring and improving intelligent machines’ performance, oversee the use of AI to determine if alternative automation tools are needed, and developing new AI-based technologies. However, the participants’ opinions of whether it is the responsibility of specialist IT (information technology) teams or auditors to develop AI technologies varied; In this context, Participant2 states:

“I think it will require a combination of both IT specialists and auditors to develop these AI systems. There may be either IT teams or external companies who create AI features, but then the auditors will need to test it.”

Also, “I think you've got to build the infrastructure in the background that you've got to have IT people around and IT people who understand audit which there aren't that many of at the moment”. Participant9

Both Participant2 and Participant9 work at a small audit firm, while one participant from a Big 4 firm stated that there will be more IT support staff to understand clients’ AI systems. These quotations alongside other common responses suggest the need for IT specialists and auditors to liaise with one another in the implementation of AI in audit.

4.3 Impact of AI on Auditors’ Knowledge, Skills and Practice

The changes in auditors’ tasks closely relate to the impact AI will have on auditors’ knowledge and skills. Although the interview data was unclear as to whether auditors will have a new task to develop AI systems, a common view amongst participants was that auditors will require greater technological knowledge and skills; for example, Participant 1 argues:

“I think you've got to have the technical side in terms of being able to evaluate that data, how the model actually works and how this stuff is run.”

Similarly,: “We’re going to have to say “You know what? Yes, I can tick and tie an invoice, but I can also analyse software, I can also read outputs.” So we're going to definitely have to upskill in that respect as well.” Participant5

And,

“So I think a big focus towards IT skills and so they're training up the professionals we already have in terms of you know, coding, language, building new tools, etc.” Participant6:

The technological knowledge and skills identified in interviews included analysing and evaluating data, interpreting outputs, understanding AI systems and coding. This finding is consistent with Haq, et al., (2020) and Dickey et al., (2019) who both emphasise future auditors needing technical expertise. Moreover, it corroborates the increased technical skills such as analytics and coding recommended by Kruskopf, et al., (2020).

The potential focus on social skills proposed by Kruskopf et al. (2020) was also supported by the interview data. Participants felt that human elements of audit cannot be replaced by AI, therefore, more value will be placed on human interaction and intuitive skills; for example

“I think that client interaction is something that can never be replaced. I also think that the client would be more sceptical of [AI] than us as the auditors being sceptical of the user. I think there would be client pushback on not having that human element if they had to answer to a machine.” Participant4
“It’s still going to be quite heavily related to human interaction, and they’re still going to need that as much as they ever have done to get their clients on board.” Participant8

The interviews specifically aligned with social skills of communication and customer service orientation (Kruskopf, et al., 2020). A common explanation for auditors needing these social skills with the integration of AI was to provide reassurance to clients as illustrated in the quotations above. However, the findings contradict Raschke, et al. (2018) who propose that applying AI would reduce time required for client interactions.

Moreover, the participants were unanimous in the view that human judgement will be very important following the implementation of AI in audit. The evidence below illustrates this theme of human judgement being a required skill of auditors:

“... there is always going to be that involvement for the human element of namely professional judgment and professional scepticism to be able to question the client and make sure we get the required explanations that we need.” Participant5

“There’s no amount of computing power is going to be able to replace a human being making a judgment about whether a particular accounting disclosure is right.” Participant8

“The role of the auditor will still remain because estimates and judgments and things like that, AI can’t necessarily do that for you... there is a big role for auditors, but maybe it’s a slightly different level going forward I would say.” Participant9

The interview data suggests that human judgement is especially important because it cannot be easily replicated by AI. This finding is consistent with Omoteso (2012) and Alexander (2018) who also emphasise that auditors should exercise professional judgement and scepticism when using AI.

4.4 Impact of AI on Auditors’ Training

All but one participant believed training for auditors should change following the integration of AI in audit. The participant who did not feel training needs to change thought that the training nevertheless will change. “I think it will change. I’m not convinced it necessarily has to change.” (Participant8).

All other participants thought that the auditors will need to receive training to develop the new knowledge and skills, such as understanding AI systems and coding. Moreover, some participants detailed the training they have received; for example: Participant2: “So in ACA with ICAEW, they do include a section on technology to learn about artificial intelligence.” and

“Whenever there’s new stuff like apps for us to use there’s always a training session and they’ll explain how it works so that we all get used to it.” Participant4

These results find support from the literature that AI should be incorporated into training for future auditors (Drew & Tysiac, 2020; Giles, 2019; Munoko, et al., 2020). It also closely aligns with Munoko et al.’s (2020) encouragement for firms to offer training in emerging technologies.

An unanticipated finding regarding the change in auditor training following the implementation of AI was the need to increase audit training as well. The potential deskillng of auditors due to AI, explained by Munoko, et al., (2020) and Sutton, et al., (2016), was recognised by some participants but elaborated on with the suggestion that new auditors will need greater initial audit training. In this context, Participant 4 argues:

“I think it will be that auditors entering the profession will need to possibly be trained on the basics of the audit more because we’re moving so much into technology, the more basic areas of audit younger people may not now end up doing and then they won’t actually have that base knowledge of where everything comes from.”

Training is encouraged by practitioners and professional accountancy bodies. For example, Raphael (2017) from Deloitte suggests combining instruction with hands-on experience to prepare auditors to use AI and other technologies. Furthermore, Institute of Chartered Accountants in England and Wales have revised the syllabus (ICAEW, 2019) for the ACA qualification and have incorporated emerging technologies through knowledge, practical learning and examinations.
4.5 Ethical Implications of AI to Auditors

The participants were specifically asked about the ethical implications of implementing AI in audit. The interview data reveals that there are copious ethical implications because all participants named at least one ethical issue. For instance, Participant1 stated, “There are loads of ethical implications. AI as a whole is an ethical minefield.” The prominent areas identified by participants were inherent bias, job loss, overreliance, security, and lack of understanding.

“I think the biggest thing is about making sure that the data going in isn't introducing inherent biases.” Participant1; “There could be an ethical issue if AI takes out swathes of jobs in audit.” Participant2; also,

: “A big risk is just reliance upon it... that you just take it at face value, and you don't do any further work to make sure that it's right” Participant3;

: “I think there are issues in terms of data protection, the security of it, whether the data might get wiped out or whether there's a cyber-attack.” Participant7; and

“... I don't think [auditors] really understand what the technology is doing and how it works, and within ISA 220, that's a bit of a problem because they're required to understand everything that they do.” Participant8.

The interview data supports the ethical implications of AI in audit that were highlighted in the literature review (Munoko, et al., 2020). This therefore suggests that auditors may face ethical challenges following the implementation of AI. Some of the ethical issues presented prompted participants 3 and 7 to suggest that accounting and auditing standards need to evolve for AI to be implemented effectively. Participant 8 made a specific reference to ISA 220 (Quality Control for an audit of Financial Statements) to emphasise the importance of having a deeper understanding of AI before placing reliance on it. This is consistent with the literature, for example see (Dickey, et al., 2019; Haq, et al., 2020; Kruskopf, et al., 2020) points towards auditors needing a more advanced skill set.

A number of participants also raised concerns about the possibility of AI replacing jobs in audit as being an ethical issue, which supports Munoko, et al.’s (2020) argument of social and economic impacts of AI. When discussing how the participants felt about the implementation of AI in audit, none felt threatened. The interview data seems to contradict Frey & Osborne (2017) who predicted the extinction of the profession and instead aligns with the augmented role of the auditor proposed in the literature (Kokina & Davenport, 2017; Brazina & Ugras, 2018:).

Recent up rise in ransomware attacks raises the question of data security and may result in delayed or partial integration of AI in auditing. The participants felt that ethical issues around security and challenges within the standards could hinder of implementation of AI in audit. The issue of data security and its impact on the delayed or partial implementation of AI in audit does not seem to be addressed in the current literature; this is an area worth researching.

V. Conclusion

The objective of this study is to explore the perceptions and experiences of auditors about the integration of AI in audit. Based on the thematic analysis of interview data, it can be concluded that various audit tasks will be automated by AI which will create a new focus for auditors’ activities. Working alongside AI will require different knowledge, skills and training for auditors and presents ethical implications which should be considered.

The findings of this study indicate that AI is extensively applied in audit firms of all sizes to the simple and repetitive audit tasks with the most beneficial application being full population testing. This will impact auditors by allowing them to spend more time on high value activities and exercising professional judgement. Auditors will require more advanced technological knowledge and skills to implement and use AI systems, but human qualities of communication and judgement will also become increasingly important. Training in AI is encouraged for current and future auditors through accounting curricula, firm training and by taking a proactive approach,. The findings also show that AI will have various ethical implications for auditors under the code of ethics and standards. Therefore, auditors should consider potential ethical breaches when using AI. Accounting, auditing, and ethical standards may need to evolve to facilitate AI applications.
Our findings must be interpreted in the context of a number of limitations. Although the sample is appropriate for an exploratory study of this nature, it is not substantially large and future studies can improve on the sample size. This research focused specifically on the impact to auditors but firms, clients, technology companies and regulatory bodies, for example, will also be affected by the implementation of AI in audit. Therefore, future studies could conduct similar research with an alternative focus to provide implications for these stakeholders. Furthermore, future research may outline how to prepare for AI applications in audit because ethical issues and other challenges may otherwise prevent AI being successfully implemented.
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