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Abstract: The purpose of this contribution is to present a new approach for the prediction of speech signals that is appropriate to speech coding. Linear predictive coding is probably the most frequently used technique in speech signal processing. Since its neglects nonlinear effects during the speech production process, some adaptive techniques are used to make the system nonlinear to perform better than linear techniques, enabling better performance in a number of speech processing applications. Also adaptive techniques with nonlinear prediction of speech based on truncated Volterra series is used. The present contribution is the Conventional Recursive Least-Squares (CRLS) Algorithm as the adaptive technique used. Here the proposed adaptive technique is the fast transversal recursive least-squares (FTRLS) algorithms, which are very attractive due to their reduced computational complexity. The paper also examines the approach in relation to speech signal representation for coding and compression. The method outlined in this contribution offers significant advantages compared to the standard prediction methods. In this paper we implemented the speech coder G723.1 by using nonlinear prediction coefficients.

Index Terms: Nonlinear speech processing, Pitch period, Prediction, Volterra series, Adaptive Filters, RLS, least-squares.

I. Introduction

Models based on linear prediction have been used for several years in various areas of speech signal processing, such as coding, synthesis, speaker and speech recognition. It is usually assumed that during the speech production a power source (i.e. lungs) initiates a sound and the environment (i.e. vocal tract) shapes or “filters”[1]. Linear prediction model assumes that the excitation source and the vocal tract act independently, which enables separation of the source and the filter in the model (i.e. source-filter model). This neglects the interdependence of the excitation source and the vocal tract. So that these assumptions are not valid for all the cases. Therefore, adaptive techniques that account for the nonlinear generation process of the speech signal should outperform linear techniques, enabling better performance in a number of speech processing applications.

Many number of methods are deals with nonlinear speech prediction are reported in the literature. The Volterra series model is most widely used in nonlinear adaptive filtering. This paper deals with short term and long-term prediction (LTP) of speech based on truncating Volterra series. The exponential increase in the number of coefficients and it results in the intervention in the algorithm for Volterra series [2], the model proposed here will be limited to the third order.

From the standpoint of performance, it is widely known that the Recursive Least Squares (RLS) [3] algorithm offers fast convergence and good error performance. This surety makes the algorithm heavily useful for adaptive noise cancelation. Unfortunately, the computational power of devices today increases, so it difficult to utilize the algorithms like CRLS for real-time signal processing. This is high due to computational complexity of the usual RLS algorithm. The computational time of the algorithm scales with O(M⁴), where M is the filter order. In this paper we examine the Fast Transversal RLS (FTRLS) filter. The filter is designed provide the least squares solution for adaptive filtering problem in a way that multiplies with O(M), which makes it a more viable candidate for real-time applications. The FTRLS algorithms can be derived by solving the forward and backward linear prediction problems. The FTRLS algorithms require only time-recursion equations. The FTRLS algorithm can also be considered a fast version of an algorithm to update the transversal filter for the solution of the RLS problem.

II. Fast-Transversal Recursive Least Squares

The Fast Transversal RLS (FT-RLS) filter is intentional to provide the solution to the filtering problem with performance with same as the standard recursive least-squares (RLS) algorithm like CRLS and LMS. Because when the input signal and/or the intended signal are nonstationary, the best values of the coefficients are time variant. That means the autocorrelation matrix and/or the cross-correlation vector are time variant. For example, typically in a system identification application the autocorrelation matrix is time invariant and the cross-
correlation matrix is time variant, because in this case the designer can choose the input signal. This is the main reason for the drawback of CRLS algorithm.

In addition, the FT-RLS filter contributes this solution with less computational trouble which scales linearly with the filter order. This makes it a very good solution in real-time noise cancellation applications. The FT-RLS development is based on the derivation of lattice-based least-squares filters, but has the structure of four transversal filters working together to compute update quantities reducing the computational complexity. The relations derived for the backward and forward prediction in the lattice-based algorithms [5] can be used to derive the FTRLs algorithms. The resulting algorithms have computational complexity of order M making them especially attractive for practical implementation.

When compared to the lattice-based algorithms, the computational difficulty of the FTRLs algorithms is lower due to the absence of order-updating equations. In particular, FTRLs algorithms typically require 7N to 11N multiplications and divisions per output sample, as compared to 14N to 29N for the LRLS algorithms. Therefore, FTRLs algorithms are considered the fastest implementation solutions of the RLS problem than the CRLS. The four transversal filters [3] used for forming the update equations are:

1) **Forward Prediction**: The forward prediction transversal filter contributes the forward filter weights in such a manner that minimizes the prediction error (in the least squares ways) of the next input sample based on the previous input samples. This filter also finds the prediction error of estimated signal using both a priori and a posterior filter weights, in addition to the minimum weighted least squares error for this forward prediction.

2) **Backward Prediction**: The backward prediction transversal filter computes backward filter weights in such a manner that minimizes the prediction error (in the least squares sense) of the \( u(n-M) \) sample using the vector input \( u_b(n) = [u(n)u(n-1)\cdots u(n-M+1)]^T \). This filter will also compute the successive prediction error of estimation using both a priori and a posterior filter weights, in addition to the minimum weighted least squares error for this backward prediction.

3) **Conversion Factor**: The gain computation transversal filter is used to recursively find a gain vector which is used to updating the forward, backward and joint process estimation filter weights. As such the filter also contributes recursive computation of the factors relating a priori and posteriori error quantities.

4) **Joint-Process Estimation**: The joint-process estimation transversal filter computes filter weights in such a way that the error between the estimated signal and the intendent input signal (d(n)) is minimized. It is the joint process estimation weights that are equivalent to filter weights in other adaptive filtering algorithms.

The structural diagram of the FT-RLS using the subcomponent transversal filters is shown in Figure 1.
III. Non-Linear Prediction Using Volterra Series

The Volterra series is a model for non-linear behavior which is homogeneous to the Taylor series. It differs from the Taylor series in its capability to capture 'memory' effects. The Taylor series can be used for approximating the response of a nonlinear system to a given input if the output of the system depends upon strictly on the input at that particular time. In the Volterra series the output of the nonlinear system depends on the input to the system at all other times. The Volterra series is a model that is frequently used in system identification and approximation of weakly nonlinear systems. It can be regarded as a generalized Taylor series of a function with memory.

A discrete-time Volterra series with infinite memory has the expression [1]-[2]

\[
y(n) = h_0 + \sum_{k=0}^{\infty} h_k(k) \cdot x(n-k) + \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} h_2(i,j) \cdot x(n-i) \cdot x(n-j) + \ldots
\]

where \( x(n) \) is the input signal, \( y(n) \) is the output of the model, \( h_0 \) is the bias coefficient, \( h_1 \) is the linear coefficients, \( h_2 \) the quadratic coefficients, \( h_3 \) the cubic coefficients etc.

The model is attractive since the expansion is a linear combination of nonlinear functions of the input signal. As a consequence, the adaptation algorithms valid in linear case can be extended to Volterra series. Both Least Mean Squares (LMS) and Recursive Least Squares (RLS) are used in practice to identify unknown parameters. In this paper we are using the Fast Transversal recursive least-squares (FTRLS) algorithm.

Since the use of models based on Volterra series can lead to significant increase in complexity, so the number of model coefficients increases exponentially with the order of nonlinearity. That is the main reason why they are truncated to low nonlinearity orders (usually 2nd or 3rd orders).

The modeling of signals by Volterra series involve a minimization of the error, as in the method of least squares, and it requires excessive computational resources because the number of coefficients to be determined increases exponentially with the model’s degree of nonlinearity and the Volterra filter length. This is the reason why the Volterra models are usually limited to low-order kernels[1]. A nonlinear predictor based on Volterra series estimates a current signal value by a linear combination of past signal values, and additionally by a linear combinations of products of past signal values. Hence, the predictor is nonlinear in the signal values, but linear in the filter coefficients. As a consequence, the adaptation algorithms valid in the linear case can be extended to Volterra filters. Without loss of generality, the system will be treated with the first and second-order kernels only. Then, the prediction error is given by[4]-[5]

\[
e(n) = x(n) - \hat{x}(n) = \left( \sum_{k=1}^{p} h_1(k) x(n-k) + \sum_{i=1}^{p} \sum_{j=1}^{p} h_2(i, j) x(n-i) x(n-j) \right)
\]

(2)

IV. Second Order Volterra Short-Term Speech Predictors

A nonlinear predictor based on Volterra series estimates a current signal value by a linear combination of past signal values, and additionally by a linear combinations of products of past signal values. Without loss of generality the system is treated with the first and second order kernels only. Then, the predicted signal is given by

\[
\hat{x}(n) = \sum_{k=1}^{p} h_1(k) \cdot x(n-k) + \sum_{i=1}^{m} \sum_{j=1}^{m} h_2(i, j) \cdot x(n-i) \cdot x(n-j)
\]

where \( x^*(n) \) is the estimation of \( x(n) \). The nonlinear filter consists of a linear part of a prediction order \( p \) with coefficients \( h_1(k) \) and a quadratic part of a prediction order \( m \) with coefficients \( h_2(i,j) \). The symmetry of the coefficients is assumed, so \( h_2(i,j)=h_2(j,i) \). In this case, the overall number of coefficients for the second order Volterra predictor equals
The RLS algorithm, which is often used in linear case, can be easily adapted for the nonlinear second order Volterra model. Recursive Least Squares (RLS) are used in practice to identify unknown parameters. The complete FTRLS algorithm can be represented in the following form [9]

Initialization

\[ w_f(-1, N) = w_b(-1, N) = w(-1, N) = 0 \]
\[ \phi(-1, N) = 0, \gamma(-1, N) = 1 \]
\[ \xi_{f_{\min}}(-1, N) = \xi_{f_{\min}}(-1, N) = \epsilon (\text{a small positive constant}) \]

Prediction Part

Do for each \( k \geq 0, \)

\[ e_f(k, N) = x^T(k, N + 1) \begin{bmatrix} 1 \\ -w_f(k, N) \end{bmatrix} \]
\[ \epsilon_f(k, N) = e_f(k, N) \gamma(k, N) \]
\[ \xi_{f_{\min}}^d(k, N) = \lambda \xi_{f_{\min}}^d(k, N - 1) + \epsilon_f(k, N) e_f(k, N) \]
\[ w_f(k, N) = w_f(k, N - 1) + \phi(k, N) e_f(k, N) \]
\[ \hat{\phi}(k, N + 1) = \begin{bmatrix} 0 \\ \phi(k, N) + 1 \xi_{f_{\min}}^d(k, N - 1, N) \end{bmatrix} + \lambda \xi_{f_{\min}}^d(k, N - 1, N) \begin{bmatrix} 1 \\ -w_f(k, N) \end{bmatrix} e_f(k, N) \]
\[ \gamma(k, N + 1) = \frac{\lambda \xi_{f_{\min}}^d(k, N - 1, N)}{\xi_{f_{\min}}^d(k, N, N)} \gamma(k, N) \]
\[ e_b(k, N) = \lambda \xi_{f_{\min}}^d(k, N - 1, N) \hat{\phi}(N + 1, k, N + 1) \]
\[ \gamma^{-1}(k, N) = \gamma^{-1}(k, N + 1) - \hat{\phi}(N + 1, k, N + 1) e_b(k, N) \]
\[ e_b(k, N) = e_b(k, N) \gamma(k, N) \]
\[ \xi_{f_{\min}}^d(k, N) = \lambda \xi_{f_{\min}}^d(k, N - 1, N) + e_b(k, N) e_b(k, N) \]
\[ \hat{\phi}(k, N) = \hat{\phi}(k, N + 1) - \hat{\phi}(N + 1, k, N + 1) \begin{bmatrix} 0 \\ 1 \end{bmatrix} w_b(k, N) = w_b(k, N - 1) + \phi(k, N) e_b(k, N) \]

Joint-Process Estimation

\[ e(k, N) = d(k) - w^T(k, N) x(k, N) \]
\[ e(k, N) = e(k, N) \gamma(k, N) \]
\[ w(k, N) = w(k - 1, N) + \phi(k, N) e(k, N) \]
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Table 1: Prediction Gains and Number Of Coefficients For Linear RLS And Different Volterra RLS Algorithms Using G723.1 Coder Using Ftrls Algorithm
V. Volterra Based Long-Term Speech Prediction

A. Nonlinear Long-Term Linear Prediction

Short-term linear predictor is able to eliminate only correlations between successive samples. It is clearly known that the prediction order must be high enough to include at least one pitch period, in order to model a voiced signal adequately. However, this is not acceptable for most practical implementations due to large delay and increased complexity. Hence, it is necessary to design long-term predictor (LTP) that is able to remove far-sample redundancies due to the presence of a pitch excitation. Contrary to the general belief that the pitch complexes are long-term dependent, and it is possible to reduce them using a short-term nonlinear predictor. The price was, as expected, increased complexity and number of coefficients. The standard solution to this problem in linear prediction is the use of a model with two linear predictors, short-term and long-term, connected in cascade.

\[ y(n) = \sum_{k=0}^{\infty} b_k \cdot z^{-(T+k)} \]

Fig 2: The cascade connection of short-term and long-term linear predictors

A long term linear predictor in such a realization targets correlation between samples one or multiple pitch periods apart, which is the result of periodic vibrations of vocal cords during the voiced speech generation process. This solution is used in a number of speech coders (CELP, RPE-LTP etc.). Long-term linear predictor has low prediction order (usually 1 to 3), hence the transfer function can be given by

\[ H(z) = \frac{1}{1 - \sum_{k=0}^{\infty} b_k \cdot z^{-(T+k)}} \]

The most common case is the one-tap long-term predictor; then the optimal coefficient \( b \) (long-term gain or pitch gain) can be determined as

\[ b = \frac{\sum_{n=1}^{M} e_x(n) \cdot e_x(n-T)}{\sum_{n=1}^{M} e_x^2(n-T)} \]

where \( e_x \) is the signal at the output of the short-term predictor and \( T \) is the pitch period.

B. Second-Order Long-Term Volterra Prediction

Long-term prediction is an efficient scheme where correlation of the speech signal is modeled by two predictors. The short-term predictor is in charge of correlation between nearby samples, while the long-term predictor targets correlation between samples one or multiple pitch periods apart. It is well-known that the prediction order must be high enough to include at least one pitch period, in order to model a voiced signal adequately. The problem is evident when the prediction error is examined: a lack of fit is indicated by the remaining periodic component. In order to overcome the problem with the growing number of coefficients and eliminate pitch complexes, we propose the non linear long-term predictor based on the modified quadratic Volterra filter, that predicts the current signal sample from a past sample that is one or more pitch periods apart. The method can be defined as a one-tap predictor; that is, prediction is based on one single sample from the distant past.

The cascade connection of short-term linear predictor and long-term second-order Volterra predictor is shown in Fig 3.
The corresponding predicted error signal $\hat{e}_x(n)$ is determined as

$$\hat{e}_x(n) = h_1 \cdot e_x(n-T) + h_2 \cdot e_x^2(n-T)$$  \hspace{1cm} (7)

The adaptation algorithm starts with minimization of the criterion function

$$J(n) = \sum_n e^2(n) = \sum_n \left( e_x(n) - \hat{e}_x(n) \right)^2$$  \hspace{1cm} (8)

Differentiating (8) with respect to $h_1$ and $h_2$ and equating to zero one obtains optimal coefficients which minimize mean square error [1]

$$h_1 = \frac{\sum_n e_x^4(n-T) \cdot \sum_n e_x(n) \cdot e_x(n-T) - \sum_n e_x^2(n-T) \cdot \sum_n e_x(n) \cdot e_x^3(n-T)}{\sum_n e_x^2(n-T) \cdot \sum_n e_x^2(n-T) - \left( \sum_n e_x^3(n-T) \right)^2}$$

$$h_2 = \frac{\sum_n e_x^2(n-T) \cdot \sum_n e_x(n) \cdot e_x^2(n-T) - \sum_n e_x^3(n-T) \cdot \sum_n e_x(n) \cdot e_x(n-T)}{\sum_n e_x^2(n-T) \cdot \sum_n e_x^2(n-T) - \left( \sum_n e_x^3(n-T) \right)^2}$$  \hspace{1cm} (9)

### C. Third-Order Long-Term Volterra Prediction

Since the number of coefficients is not a critical issue in Volterra long-term prediction, the third-order predictor can be used as well in cascade with a short-term linear predictor, as shown in Fig 3.
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In this case the number of coefficients is increased only by two compared to linear LTP. The corresponding predicted sample equals
\[
\hat{e}_s(n) = h_1 \cdot e_s(n-T) + h_2 \cdot e_s^2(n-T) + h_3 \cdot e_s^3(n-T)
\] (10)

Minimizing the sum of squared errors \( J \) closed form expressions for the unknown coefficients are obtained
\[
J = \sum (e_s(n) - \hat{e}_s(n))^2
\] (11)

\[
h_1 = q_1^3 + q_2^3 \cdot q_7 + q_1^2 \cdot q_5 - q_1 \cdot q_3 - q_1 \cdot q_7 - 2 \cdot q_2 \cdot q_3 \cdot q_5
\]

\[
h_2 = q_1 \cdot q_5 \cdot q_6 \cdot q_9 - q_3 \cdot q_5 \cdot q_6 \cdot q_9 - q_1 \cdot q_3 \cdot q_5 \cdot q_6 + q_2 \cdot q_3 \cdot q_6 \cdot q_9 + q_2 \cdot q_4 \cdot q_5 \cdot q_8 + q_1 \cdot q_4 \cdot q_8 \cdot q_9 + q_3 \cdot q_4 \cdot q_8 \cdot q_9
\]

\[
h_3 = q_1 \cdot q_4 \cdot q_5 \cdot q_7 \cdot q_9 - q_2 \cdot q_3 \cdot q_4 \cdot q_8 + q_2 \cdot q_5 \cdot q_6 - q_2 \cdot q_5 \cdot q_6 \cdot q_9 - q_1 \cdot q_3 \cdot q_5 \cdot q_6 + q_3 \cdot q_5 \cdot q_6 \cdot q_9
\]

\[
q_3^3 + q_2^3 \cdot q_7 + q_1^2 \cdot q_5 - q_1 \cdot q_3 - q_1 \cdot q_7 - 2 \cdot q_2 \cdot q_3 \cdot q_5
\] (12)

Table 2: Prediction Gains For A Nonlinear Short-Term Predictor Connected In Cascade With Linear Long-Term Predictor And Second-Order Volterra Long-Term Predictor, And Then Third-Order Long Term Predictor Using FTRLS Algorithm.

<table>
<thead>
<tr>
<th>Type</th>
<th>Prediction gain [dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short Term NLPC((p=10))</td>
<td>12.3</td>
</tr>
<tr>
<td>Long Term NLPC- order 2</td>
<td>10.5</td>
</tr>
<tr>
<td>Long Term NLPC- order 3</td>
<td>13.8</td>
</tr>
</tbody>
</table>
VI. Nonlinear Speech Prediction With Frame/Subframe Structure

It can be shown that the effectiveness of the presented long-term predictor on removing long-term correlation is limited. The parameters of the long-term predictor need to be updated more frequently than the parameters of the short-term predictor [1]-[2]. That is, it loses its effectiveness when the time interval used for estimation becomes too long, which is due to the dynamic nature of the pitch period. It is known from the linear prediction theory that long-term prediction, due to the dynamic nature of the pitch period, is inefficient when interval of adaptation is too long. The parameters of the long-term predictor need to be updated more frequently than the parameters of the short-term predictor. A model can be introduced where each interval of adaptation (frame) can be divided into several intervals of equal length known as subframes. While short term prediction is performed once per frame, long-term predictor coefficients are determined for each subframe within the frame [1].

The frame/subframe structure is used, where short-term linear prediction is applied to frames with the length of 240 samples. The frame is divided into four intervals of equal length, known as subframes. Second order Volterra LTP analysis is then applied to each subframe separately.

<table>
<thead>
<tr>
<th>Language</th>
<th>Filename</th>
<th>RLS (time in sec)</th>
<th>FT-RLS (time in sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>m_eng.wav</td>
<td>44.341</td>
<td>34.121</td>
</tr>
<tr>
<td></td>
<td>f_eng.wav</td>
<td>40.783</td>
<td>34.553</td>
</tr>
<tr>
<td></td>
<td>m_conv_eng.wav</td>
<td>43.802</td>
<td>40.982</td>
</tr>
<tr>
<td>Kids</td>
<td>m_kid.wav</td>
<td>53.403</td>
<td>43.896</td>
</tr>
<tr>
<td></td>
<td>f_kid.wav</td>
<td>42.985</td>
<td>33.522</td>
</tr>
</tbody>
</table>

Table 3: Time Consumption For Non Linear Predictive Coder Using Rls And Ftrls Algorithm

VII. Conclusion

The main aim of this work was to evaluate the time consuming performance of the nonlinear speech prediction using volterra series with FT-RLS algorithm. In this paper, an overview of the FT-RLS algorithm was provided. After through simulations, it is clear that the FT-RLS algorithm is a highly suitable solution for adaptive filtering applications where a large filter order is required without sacrificing the performance offered by the standard RLS algorithm. The closed form expressions for the second-order and the third-order long-term Volterra predictor coefficients are derived in the paper. Since the one-tap predictors are used; that is, prediction is based on one single sample from the distant past, number of coefficients is only minimally increased compared to the linear LTP.

Table 3: Comparison of Prediction Gains In Non Linear Predictive Coder Using RLS And Ftrls Algorithm

<table>
<thead>
<tr>
<th></th>
<th>RLS</th>
<th>FTRLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short Term NLPC(p=10)</td>
<td>11.4</td>
<td>12.3</td>
</tr>
<tr>
<td>Long Term NLPC-order 2</td>
<td>9.6</td>
<td>10.5</td>
</tr>
<tr>
<td>Long Term NLPC-order 3</td>
<td>13.4</td>
<td>13.8</td>
</tr>
</tbody>
</table>
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