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Abstract: This paper presents application of segmentation techniques on atherosclerosis images using various segmentation methods like Otsu thresholding, fuzzy C means, clustering algorithm and marker controlled watershed segmentation algorithm. Atherosclerosis is one of the causes of coronary heart disease (CHD). The proposed marker controlled watershed algorithm for medical image segmentation and analysis is very important because of its advantages, such as always being able to construct an entire division of the color image and prevent over segmentation as compared to conventional watershed algorithm. Paper finds Region of Interest (ROI) values of segmented image with proposed technique for coronary atherosclerosis.
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I. Introduction

Image segmentation is a vital method for most medical image analysis tasks. Segmentation is an important process to extract information from complex medical images. Image segmentation is a necessary preliminary step for any image analysis task. This process partitions an image into a number of constituting regions. Each partition region is homogeneous with respect to a given property, while the set including any two adjacent regions is not homogeneous. Watershed transformation (WT) [1] is a basic tool for image segmentation exploiting both region-based and edge-detection-based methodologies. Segmentation is accomplished by using the watershed [2] transformation, which provides a partition of the image into regions whose contours closely fit. The watershed transformation considers the gradient magnitude of an image as a topographic surface. Pixels having the highest gradient magnitude intensities (GMIs) correspond to watershed lines, which represent the region boundaries. Water placed on any pixel enclosed by a common watershed line flows downhill to a common local intensity minimum (LIM). Pixels draining to a common minimum form a catch basin, which represents a segment. Luc Vincent [3] presented a morphological grayscale reconstruction algorithm for image analysis. Serge Beucher [4] redefined hierarchical segmentation by means of a new algorithm called the waterfall algorithm. V. Grau [5] et al. presented an improvement to the watershed transform that enables the introduction of prior information in its calculation with the information via the use of a previous probability calculation. Hardening of the arteries, also called atherosclerosis, is a common disorder. It occurs when fat, cholesterol, and other substances build up in the walls of arteries and form hard structures called plaques. Over the course of years and decades, plaque build-up narrows patient’s arteries and makes them stiffer. These changes make it harder for blood to flow through them. Coronary heart disease (CHD) is a narrowing of the small blood vessels that supply blood and oxygen to the heart. CHD is also called coronary artery disease. Coronary heart disease (CHD) is the leading cause of death in the United States for men and women. Coronary heart disease is caused by the build-up of plaque in the arteries to patient’s heart. This may also be called hardening of the arteries. Atherosclerosis is a disease characterized by a deposit of plaque in an arterial wall over time. The disruption of an atherosclerotic plaque is considered to be the most frequent cause of heart attack and sudden cardiac death. Studying vulnerable plaques constitutes a major research area in the field of clinical and medical imaging. In order to track progression and regression during therapy of the atherosclerosis, the inner and outer borders of the arterial wall are extracted and the plaque area is identified in the region between these two borders. Atherosclerosis is an underlying cause of cardiovascular disease, which impacts the health of more than 30% of the U.S. population. Valerie Pazos et al. [6] presented research on mechanical characterization of atherosclerotic arteries. Carotid atherosclerosis is a primary cause of transient ischemic attack and stroke. Accumulating evidence suggests that it is most likely not the size of the carotid atherosclerotic plaque nor the percent stenosis of the carotid lumen that determines the risk for stroke. Rather plaque composition and activity are now thought to play central roles in determining the severity of the disease and the probability for plaque rupture [7]. Danijela et al. presented a method for carotid artery vessel wall segmentation in computed tomography angiography (CTA) data [8]. Gozde Unal et al. presented a shape-driven approach to segmentation of the arterial wall from intravascular ultrasound images in the rectangular domain [9]. Simon et
al. [10] presented a research paper on vulnerable atherosclerotic plaque elasticity reconstruction based on a segmentation-driven optimization procedure using strain measurements a theoretical framework approach. **Definition:** Atherosclerosis is defined by the WHO as variable combination of focal accumulation of lipids, complex carbohydrates, blood and its constituents, fibrous tissue and calcium deposits combined with its changes of the media.

Atherosclerosis is thus a patchy, nodular type of arteriosclerosis. It is a process of hardening of the arteries [41]. A catheter is inserted (figure 5) through the patient’s groin into an artery and pushed toward the distal end of the coronary arteries. Thereafter, the ultrasound transducer in the catheter is pulled back with constant speed. During the pullback, sequences of images are acquired. The lumen is the interior of the vessel, through which the blood flows. The intima is the innermost layer of an artery. It is made up of one layer of endothelial cells and is supported by an internal elastic intima. The endothelial cells are in direct contact with the blood flow. It is a fine, transparent, colorless structure that is highly elastic. The media is the middle layer of an artery, which is made up of smooth muscle cells and elastic tissue. The adventitia is the outermost layer of the blood vessel, surrounding the media. It is mainly composed of collagen. Extraction of the boundaries of the coronary arterial wall by segmenting the lumen and media adventitia contours is a first step in measuring quantities such as lumen diameter and plaque dimensions, and assessment of the atherosclerotic plaque. Manual segmentation and processing of the lumen contour and the media-adventitia contour is tedious, time-consuming, and susceptible to intra- and interobserver variability. Due to the high number of images, typically in the order of hundreds, automated segmentation of the arterial contours is an essential task.

Image segmentation algorithms are classified into two types, supervised and unsupervised. Unsupervised algorithms are fully automatic and partition the regions in feature space with high density. The different unsupervised algorithms are Feature-Space Based Techniques, Clustering (K-means algorithm, C-means algorithm), Histogram thresholding, Image-Domain or Region Based Techniques (Split-and-merge techniques, Region growing techniques, Neural network based techniques, Edge Detection Technique), Fuzzy Techniques. The watershed segmentation technique has been widely used in medical image segmentation. Watershed transform is used to segment medical images. The method originated from mathematical morphology that deals with the topographic representation of an image. Neural Network based algorithm like Pulse Coupled Neural Network (PCNN) can be utilized as a supervised algorithm for image segmentation. Segmentation is often a critical step in image analysis. Microscope image components show great variability of shapes, sizes, intensities and textures. An inaccurate segmentation conditions the ulterior quantification and parameter measurement. The Watershed Transform is able to distinguish extremely complex objects and is easily adaptable to various kinds of images. The success of the Watershed Transform depends essentially on the existence of unequivocal markers for each of the objects of interest. The standard methods of marker detection are highly specific, they have a high computational cost and they determine markers in an effective but not automatic way when processing highly textured images. This paper implements segmentation techniques using Otsu thresholding method, Fuzzy C means level 0 and level 1 method, color clustering technique and proposed marker controlled watershed segmentation technique on atherosclerosis images. This proposed marker controlled watershed algorithm for medical image segmentation and analysis is very important and useful because of its advantages, such as always being able to construct an entire division of the color image and prevent over segmentation as compared to conventional watershed algorithm.

Watersheds are one of the typical regions in the field of topography. A drop of the water falling it flows down until it reaches the bottom of the region. Monochrome image is considered to be a height surface in which high-altitude pixels correspond to ridges and low altitude pixels correspond to valleys. This suggestion says if we have a minima point, by falling water, region and the frontier can be achieved. Watershed uses image gradient to initial point and region can get by region growing. The accretion of water in the neighbourhood of local minima is called a catchment basin. Watershed refers to a ridge that divides areas shattered by different river systems. A catchment basin is the environmental area draining into a river or reservoir. If we consider that bright areas are high and dark areas are low, then it might look like the plane. With planes, it is natural to think in terms of catchment basins and watershed lines.

An intangible water drop is placed at each untagged pixel. The drop moves to low amplitude neighbour until it reaches a tagged pixel and it assumes tag value. In flooding approach, intangible pixel holes are pierced at each local minima. The water enters the holes and takings to fill each catchment basin. If the basin is about to overflow, a dam is built on its neighbouring ridge line to the height of high altitude ridge point. These dam borders correspond to the watershed lines. Advantages of the watershed transform include the fact that it is a fast, simple and intuitive method. More importantly, it is able to produce an entire division of the image in separated regions even if the contrast is poor, thus there is no need to carry out any post processing work, such as contour joining. Its limitations will include over-segmentation and sensitivity to noise. There has also been an increasing interest in applying soft segmentation algorithms, where a pixel may be classified partially into multiple classes, for medical images segmentation. Clustering is a method of grouping a set of patterns into a
number of clusters such that similar patterns are assigned to one cluster. Each pattern can be represented by a vector having many attributes. Clustering technique is based on the computation of a measure of similarity or distance between the respective patterns. A cluster is a collection of objects which are similar between them and are dissimilar to the objects belonging to other clusters. Unlike classification, in which objects are assigned to predefined classes, clustering does not have any predefined classes. The main advantage of clustering is that interesting patterns and structures can be found directly from very large data sets with little or none of the background knowledge. The cluster results are subjective and implementation dependent. K-means clustering is a simple clustering method with low computational complexity. The clusters produced by K means clustering do not overlap. The Fuzzy C-means clustering algorithm is a soft segmentation method that has been used extensively for segmentation of medical images. In this work, we use K-means clustering and Fuzzy C-means Clustering methods exclusively to produce a segmentation of the image. In this research paper we implemented color clustering algorithm, Fuzzy C Means clustering as well as marker controlled watershed segmentation algorithm separately for medical image segmentation. The Clustering algorithms are unsupervised learning algorithms, while the marker controlled watershed segmentation algorithm makes use of automated thresholding on the gradient magnitude map and post-segmentation merging on the initial partitions to reduce the number of false edges and over-segmentation.

Segmentation has wide application in medical field [11-15]. Having good segmentations will help clinicians and patients as they provide vital information for 3-D visualization, surgical planning and early disease recognition. Microscope image components show great variability of shapes, sizes, intensities and textures [16]. Moreover, during acquisition, it is necessary to establish a high number of parameters that result in the presence of noise, non-homogeneous illumination, fuzzy contours and low contrast. This characteristic results in an incorrect segmentation when applying conventional segmentation methods. Watershed Transform (WT) is a powerful morphological tool to segment texture images into regions of interest. This transform is adaptable to different types of images and capable of distinguishing extremely complex objects. The WT is a segmentation method based on regions, which classifies pixels according to their spatial proximity, the gradient of their gray levels and the homogeneity of their textures. To avoid over segmentation a single marker for each object of interest has to be selected [17].The selection of adequate markers on these kinds of images is a painful and sometimes fruitless task. Hence, the experienced observer defines markers in a semiautomatic way [18] [19] [20]. The automatic determination of markers is still a difficult goal to achieve. The current determination algorithms are highly dependent on the structure to be segmented [21] [22]. Moreover, they have a high computational cost and they determine markers in an effective but not automatic way when processing images [23].

The proposed algorithm uses, characteristics determined from the regions resulting from the over-segmentation produced by the watershed transform (WT) through regional minima. WT markers are selected as the cluster that represents the objects of interest. Finally WT is applied again over these new markers allowing an effective and robust segmentation of images. In this way two stage marker controlled watershed method is implemented.

II. Inputs, Methods And Results

2.1. Input Images

For this work, microscope images were used in order to evaluate the proposed algorithms due to the great difficulty that their segmentation presents. Cardiovascular microscopic images having atherosclerosis were used. In these images we need to segment the microscopic images in order to make a diagnosis. Image resolution is 3150 x 1446 pixels, 24 bpp. Figure 2(a) and 3(a) top original image is severe atherosclerosis of the aorta in which the atheromatous plaques have undergone ulceration along with formation of overlying mural thrombus. Figure 2(a) and 3(a) middle original image is coronary atherosclerosis with the complication of hemorrhage into atheromatous plaque, seen here in the center of the photograph. Such hemorrhage acutely may narrow the arterial lumen. Figure 2(a) and 3(a) bottom original image is Berkeley dataset image no. 317080, which is used here for algorithm validation.

2.2 Inputs and Methods

The proposed methodology is a two stage process. The first process uses WS to produce a primary segmentation of the input image, while the second process applies the marker controlled watershed segmentation algorithm to the primary segmentation to obtain the final segmentation map. Figure 1 describes block diagram of the proposed method.
2.2.1 Watershed Transformation Based Segmentation

1) Watershed Segmentation

Detecting Touching Objects is a challenging problem. Using Watershed Segmentation this problem can be solved. Here we used various morphological functions to perform marker-control watershed segmentation. A potent and flexible method for segmentation of objects with closed contours, where the extremities are expressed as ridges is the Marker-Controlled Watershed Segmentation. In Watershed Segmentation, the Marker Image used is a binary Image comprising of either single marker points or larger marker regions. In this, each connected marker is allocated inside an object of interest. Every specific watershed region has a one-to-one relation with each initial marker; hence the final number of watershed regions determines the number of markers. Post Segmentation, each object is separated from its neighbours as the boundaries of the watershed regions are arranged on the desired ridges. The markers can be manually or automatically selected, automatically generated markers being generally preferred. A solution to limit the number of regional minima is to use markers to specify the only allowed regional minima. The watershed transformation is a powerful tool for image segmentation. The segmentation of images by means of the watershed transform and the use of markers have many advantages: 1) the watershed transform provides closed contours by construction. 2) It avoids severe over-segmentation. In watershed segmentation topographic interpretation, there are 3 types of points: 1) Points belonging to a regional minimum 2) Points at which a drop of water would fall to a single minimum (The catchment basin or watershed of that minimum.) 3) Points at which a drop of water would be equally likely to fall to more than one minimum. (The divide lines or watershed lines.) The elements labelled 1 belong to the first watershed region, the elements labelled 2 belong to the second watershed region, and so on. If the elements labelled 0 do not belong to a unique watershed region. These are called watershed pixels. 8-connected neighbourhoods are used for watershed implementation.

A gray scale image can be interpreted as the topographic image of land relief. It can be indicated that the gray intensities of higher amplitude correspond to plains and mountains and the lower intensity ones correspond to valleys and rivers [24] [25]. Using the characteristics of these images we define a technique of digital image processing called Watershed Transform (WT), which through the flooding of the valleys, is capable of recognizing similar topographical areas, surrounded by mountain ridges. The WT is a segmentation method based on regions, which classifies pixels according to their spatial proximity, the gradient of their gray levels and the homogeneity of their textures [26] [27]. With the objective of segmenting an image in gray levels, prior to the application of the WT, a gradient image must be obtained, where the levels of the contours of the
objects to be segmented represent an area of elevated gray intensity. The areas of low intensity give way to the basins where the water would flow and flood the topography of the image. The elevations in gray levels generated by the contours would remain and give way to the segmentation of the image through the resulting watershed lines [17] [26]. Mathematical morphology allows us to obtain a gradient which is highly adaptable to different kinds of images with a higher precision than conventional algorithms. In this paper we used the morphological gradient to obtain the intermediate image before applying the WT [28] [29].

The classic WT floods the gradient image from its regional minima. In non-homogeneous or noise embedded images there is not a one to one relation between regional minima and objects of interest. This results in an over segmentation in the majority of images, in other words, after WT each of the objects is represented by more than one region [17-19] [26] [30]. To avoid this over segmentation we resort to the selection of a single marker for each object of interest. Theses markers or seeds initiate the flooding algorithms indicating the sector that gives rise to the basins. Based on these characteristics we can conclude that the success of the WT depends mainly upon the characteristics of the markers.

2.2.2 Fuzzy C-means algorithm

Fuzzy C-M clustering [31] (FCM), also called as ISODATA, is a data clustering method in which each data point belongs to a cluster to a degree specified by a membership value. FCM is used in many applications like pattern recognition, classification, and image segmentation. FCM [32] divides a collection of n vectors c fuzzy groups and finds a cluster centre in each group such that a cost function of dissimilarity measure is minimized. FCM [33] uses fuzzy partitioning such that a given data point can belong to several groups with the degree of belongingness specified by membership values between 0 and 1. This algorithm is simply an iterated procedure. The algorithm is given below:

1) Initialize the membership matrix $U$ with random values between 0 and 1.

2) Calculates $C$ fuzzy cluster center $C_i$, $i = 1, 2,..., C_m$, using the following equation:

$$C_i = \frac{\sum_{j=1}^{n} u_{ij}^m x_j}{\sum_{j=1}^{n} u_{ij}^m}$$

(1)

3) Compute the cost by following equation. Stop when it is below a certain threshold or it improves over previous iteration.

$$J(U, C_1,\ldots, C_m) = \sum_{i=1}^{c} J_i = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^m d_{ij}^2$$

(2)

4) Compute a new $U$ by the equation. Go to step 2.

$$u_{ij} = \frac{1}{\left( \sum_{k=1}^{c} \left( \frac{d_{ij}^k}{d_{ij}} \right)^{m-1} \right)^{\frac{1}{m-1}}}$$

(3)

There is no guarantee ensures that FCM [34] converges to an optimum solution. The performance is based on the initial cluster centers. FCM also suffers from the presence of outliers and noise and it is difficult to identify the initial partitions.

2.2.3 Color Cluster segmentation

We also implemented color cluster segmentation algorithm. Features extracted from over segmentation resulting regions, after applying WT from its regional minima, are used as input to a clustering algorithm [23] [35]. There are different methods that group these regions to segment images; however none uses them to obtain the markers for the WT [36]. The basis for the development of this algorithm was to reduce the sensitivity of the algorithm to noise and irrelevant objects and to increase its robustness to process medical images with different features. We used two clustering algorithms. First the k means algorithm was used [22] [25] [37]. This unsupervised algorithm requires the specification of the number of classes in which the data set is going to be partitioned. To each class there is a corresponding cluster centre so that the distance of each pattern to its center
is minimal. The partition is done by measuring, in an iterative process, the distance between each pattern to its cluster center, and computing again the centres until there is no change. In a second stage the fuzzy k-means algorithm was used [21] [25]. This algorithm is based on fuzzy logic and assigns to each pattern a level of belonging to each class instead of offering a unique aggregation of them.

Different regions are obtained by applying the WT to the original image. The mean and standard deviation of each region characterize different components in the images. The k-means algorithm applied to the features in those regions determined effectively the internal markers of the objects. The fuzzy k-means did not classify correctly the markers of any kind of regions. We applied morphological operators to the class that represents the objects to generate the internal markers. The markers of the background, external markers, were obtained eroding the internal markers complements. This procedure resulted in adequate segmentations when internal markers sizes are similar to the size of the objects. The gradient of the medical images does not have a visible contrast, making it difficult to apply the flooding algorithms. The method based on clustering is malleable and can be applied to all kinds of images. Consequently, by obtaining internal and external markers of a considerable size the results were improved. These properties of the markers were attained due to the use of the algorithm developed from the over segmentation.

2.2.4 K-means algorithm

K-means algorithm [31] is under the category of Squared Error-Based Clustering (Vector Quantization) and it is also under the category of crisp clustering or hard clustering. K-means algorithm is very simple and can be easily implemented in solving many practical problems. K-Means is ideally suitable for biomedical image segmentation since the number of clusters (k) is usually known for images of particular regions of human anatomy. Steps of the K-means algorithm are given below:

1) Choose k cluster centers to coincide with k randomly chosen patterns inside the hyper volume containing the pattern set (C).

2) Assign each pattern to the closest cluster center. i.e. \( C_i, i=1,2...C \)

3) Recomputed the cluster centers using the current cluster memberships. (U):

\[
u_{ij} = \begin{cases} 
1, & \text{if } \left\| x_j - C_i \right\|^2 \leq \left\| x_j - C_k \right\|^2, \text{foreach } k \neq i \\
0, & \text{otherwise}
\end{cases}
\]

(4)

4) If convergence criterion is not met, go to step 2 with new cluster centers by the following equation, i.e. minimal decrease in squared error:

\[
c_i = \frac{i}{G_i} \sum_{k, x_j \in G_i} X_k
\]

(5)

Where, \( |G_i| \) is the size of \( G_i \) or \( G_i = \sum_{j=1}^{n} u_{ij} \)

The performance of the K-means algorithm depends on the initial positions of the cluster centers. This is an inherently iterative algorithm. And also there is no guarantee about the convergence towards an optimum solution. The convergence centroids vary with different initial points. It is also sensitive to noise and outliers. It is only based on numerical variables. Coronary atherosclerosis images were processed with a clustering algorithm. Figure 2(e) shows the images resulting from the application of the clustering algorithm and figure 3(e) shows corresponding cluster plots. The Atherosclerosis images successful segmentation can be seen.

2.2.5 Watershed Transform based algorithm:

Step 1 Application of the WT using the regional minima as markers. The result is a matrix that assigns a label to each pixel indicating the regional minima to which it belongs.

Step 2 The regions resulting from the WT are analysed to obtain features from each one of them to distinguish the objects of interest based on their texture. Mean and standard deviation are computed from the intensities that are found inside the regions.

Step 3 The features vectors are used as input for the k-means algorithm.

Step 4 An image is obtained with only the class that distinguishes the objects of interest.

Step 5 Application of the morphological opening and closing operators on the markers to obtain the object markers, or internal markers [28] [29]. These operators join adjacent regions because they correspond
to the same object and eliminate regions that do not belong to the wanted objects. The previous result is slightly eroded to eliminate the regions that belong to the possible borders of the objects. As a final result we obtain the image that is to be used as the internal marker for the WT.

**Step 6** Application of the morphological erosion to the complement of the internal markers, to obtain the background markers, or external markers.

**Step 7** Application of WT using the internal and external markers computed in the previous steps, over the morphological gradient of the original image.

### 2.2.6 Proposed Marker Controlled Watershed Segmentation algorithm:

Segmentation using the watershed transforms works well if you can identify, or mark, foreground objects and background locations. The gradient magnitude of the primary segmentation is obtained by applying the Sobel operator. The Canny edge detector was also experimented on, but it was found that the results obtained by both methods are comparable. Hence, we decided on the Sobel filter as the Canny edge detector has higher complexity. In addition, the Sobel filter has the advantage of providing both a differencing and smoothing effect. Marker controlled watershed segmentation follows this basic procedure:

1. **Compute a segmentation function.** This is an image whose dark regions are the objects we are trying to segment.
2. **Compute foreground markers.** These are connected blobs of pixels within each of the objects.
3. **Compute background markers.** These are pixels that are not part of any object.
4. **Modify the segmentation function so that it only has minima at the foreground and background marker locations.**
5. **Compute the watershed transform of the modified segmentation function.** Finally the WT was applied to the gradient image of the original image using the markers obtained in the previous steps. It was not possible to obtain this result with other conventional methods of image segmentation.

Openings with structuring elements of 3x3 pixels were applied, obtaining unequivocal and homogeneous internal markers for each one of the objects of interest. To apply the WT it is necessary to mark not only the objects but also the background. We need to define the internal markers for the objects of interest as well as the external markers. The latter ones were obtained through the morphological erosion of the complement of the internal markers. To obtain the object markers, or internal markers, morphological opening and closing operators are applied. These unite the adjacent regions that correspond to the same object and eliminate the regions that do not belong to the wanted objects. Then the result is eroded to eliminate the regions that belong to the possible borders of the objects. As a result the internal markers for the WT are obtained. The background markers or external markers are obtained eroding the complement to the internal markers. Finally, the WT is again calculated with the internal and external markers previously determined and the morphological gradient of the original image. Figure 3(c) shows the resulting segmentation. Medical images were successfully segmented. It was possible to analyse atherosclerosis images that could not be segmented with other algorithms of marker detection. The morphological operations and WT have a minimal computational cost. The error of the algorithms can be determined by a parameter μ based on the symmetrical distance and the Hausdorff distance [38].

Segmentation using the watershed transforms works well if we can identify, or “mark,” foreground objects and background locations. Marker-controlled watershed segmentation (figure 6) follows this basic procedure:

**Step 1:** Read in the original color microscopic images of coronary artery and convert it to grayscale.

**Step 2:** Use the gradient magnitude as the segmentation function. Compute a segmentation function. Input various microscopic images whose regions are the objects to be segmented. The gradient is high at the borders of the objects and low (mostly) inside the objects. Gradient can be computed by

\[ \text{Gradmag} = \sqrt{I_x^2 + I_y^2} \]

The watershed transform directly on the gradient magnitude will generate “over segmentation”, so markers are introduced in the image.

**Step 3:** Mark the foreground objects. These are connected blobs of pixels within each of the objects. The foreground markers, which must be connected blobs of pixels inside each of the foreground objects. Here we used morphological techniques called “opening-by-reconstruction” and “closing-by-reconstruction”. These operations will create flat maxima inside each object. Opening is erosion followed by dilation, while opening-by-reconstruction is erosion followed by a morphological reconstruction. To obtain good foreground markers, reconstruction-based opening and closing are more effective than standard opening and closing at removing small imperfections without affecting the overall shapes of the objects, for that compute the regional maxima. Ideally we don’t want the background markers to be too close to the edges of the objects we are trying to segment. We’ll “thin” the background by computing the “skeleton by influence zones”. This can be done by
computing the watershed transform of the distance transform of black and white image, and then looking for the watershed ridge lines (ideally zero) of the result.

**Step 4:** Compute background markers. These are pixels that are not part of any object. The markers of the background or external markers were obtained by morphological erosion of the internal markers complements. This procedure resulted in adequate segmentations when the internal markers and the objects of interest are of similar size. Perform minima imposition through morphological erosion of \((f_g + 1) \land f_m\) from \(f_m\) which can be written by \(f_{g,\min} = R^E_{f_g+1}(f_m)\) so that markers are only at the single minima (figure 1(a)). Thus we obtain automatic selection of markers. Where, \(f_g\) = gradient image having many local minima; \(f_m\) = marker image; \(R^E\) = Region created through morphological reconstruction by erosion; \(f_{g,\min}\) = single global minimum morphological reconstruction.

**Step 5:** Modify the segmentation function so that it only has minima at the foreground and background marker locations. Here, modify the gradient magnitude image, so that its only regional minima occur at foreground and background marker pixels.

**Step 6:** Compute the watershed transform (second time) of the modified segmentation function. In this application on microscopic images of coronary arteries, we have applied two stage watershed algorithms to take care for over segmentation.

**Step 7:** Obtained threshold image. Here threshold selected for the skeleton of the image.

**Step 8:** Representation and Visualization of the results in form of color watershed. For better interpretation of results, one visualization technique is to superimpose the foreground markers, background markers, and segmented object boundaries on the original image.

**Step 9:** To help interpret the result, superimpose the color segmented image on the original image.

The intuitive idea underlying the notion of watershed comes from the field of topography: a drop of water falling down on a topographic surface follows a descending path and reaches a regional minimum area. The watershed may be thought of as the separating lines of the domain of attraction of drops of water.

The regions of a watershed, also called catchment basins, are associated with the regional minima of the map. In other words, each catchment basin contains a unique regional minimum, and conversely, each regional minimum is included in a unique catchment basin: the regions of the watershed are the connected components of an extension relative to the minima. They are separated by a set of edges from which a drop of water can flow down towards different minima.

### 2.2.7 Assessment parameters:

**A]** The structural similarity (SSIM) index [39] is a method for measuring the similarity between two images. The SSIM index is a full reference metric, in other words, the measuring of image quality based on an initial uncompressed or distortion-free image as reference. SSIM is designed to improve on traditional methods like peak signal-to-noise ratio (PSNR) and mean squared error (MSE), which have proved to be inconsistent with human eye perception. The SSIM metric is calculated on various windows of an image. The measure between two windows \(x\) and \(y\) of common size \(N \times N\) is:

\[
SSIM(x, y) = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{\mu_x^2 + \mu_y^2 + c_1(\sigma_x^2 + \sigma_y^2 + c_2)}
\]

With

- \(\mu_x\) The average of \(x\);
- \(\mu_y\) The average of \(y\);
- \(\sigma_x^2\) The variance of \(x\);
- \(\sigma_y^2\) The variance of \(y\);
- \(\sigma_{xy}\) The covariance of \(x\) and \(y\);
- \(c_1 = (k_1L)^2\), \(c_2 = (k_2L)^2\) two variables to stabilize the division with weak denominator;
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$L$ The dynamic range of the pixel-values (typically this is $2^{\text{#bits per pixel}} - 1$): $k_1 = 0.01$ and $k_2 = 0.03$ by default.

In order to evaluate the image quality this formula is applied only on luma. The resultant SSIM index is a decimal value between -1 and 1, and value 1 is only reachable in the case of two identical sets of data.

The universal image quality index (UIQI or Q) which measures the distortion between two images. The dynamic range of Q is between -1 and 1, the best value of $Q = 1$ is achieved if and only if the two images are equal. Higher the Q values, the less will be the distortion between the original and the processed image.

III. Results and Discussion

We implemented these algorithms on a 64 bit operating system Window 7(Ultimate), Mat Lab 7.11.0 (R2010b) [40] (Intel Core i5 3.6 GHz and 4GB RAM). In this research paper, we compared results of Otsu thresholding, Fuzzy C-means clustering, K-means clustering and marker controlled watershed algorithm. And also we showed that our proposed method produced segmentation maps which gave fewer partitions than the segmentation maps produced by the conservative watershed algorithm.

<table>
<thead>
<tr>
<th>Name of Parameters</th>
<th>Formulas</th>
<th>Ideal or Desired Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Square Error</td>
<td>$MSE = \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} (x_{m,n} - \bar{x}_{m,n})^2$</td>
<td>Lower</td>
</tr>
</tbody>
</table>

Table 1: Formulas for assessment parameters
### TABLE 2: Results of segmented image of Atherosclerosis figure 3(c) upper with assessment parameters

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Methods</th>
<th>MSE</th>
<th>PSNR</th>
<th>NAE</th>
<th>STD</th>
<th>CoV</th>
<th>UIQI</th>
<th>Corr Coeff</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MCWS</td>
<td>5709.3</td>
<td>10.5650</td>
<td>0.8573</td>
<td>71.0361</td>
<td>2207.9</td>
<td>0.4539</td>
<td>0.4876</td>
<td>0.4570</td>
</tr>
<tr>
<td>2</td>
<td>Otsu</td>
<td>6204.9</td>
<td>10.2034</td>
<td>0.8135</td>
<td>120.7704</td>
<td>6764.3</td>
<td><strong>0.6770</strong></td>
<td>0.8792</td>
<td><strong>0.6778</strong></td>
</tr>
<tr>
<td>3</td>
<td>FCM0</td>
<td>15290</td>
<td>6.2867</td>
<td>1.3402</td>
<td>119.8344</td>
<td>5236</td>
<td>0.6799</td>
<td>0.4309</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>FCM1</td>
<td>5549</td>
<td>10.6887</td>
<td><strong>0.7784</strong></td>
<td>79.2966</td>
<td>3187.4</td>
<td>0.4607</td>
<td>0.6310</td>
<td>0.4624</td>
</tr>
</tbody>
</table>

### TABLE 3: Results of segmented image of Coronary atherosclerosis figure 3(c) lower with assessment parameters

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Methods</th>
<th>MSE</th>
<th>PSNR</th>
<th>NAE</th>
<th>STD</th>
<th>CoV</th>
<th>UIQI</th>
<th>Corr Coeff</th>
<th>SSIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MCWS</td>
<td>4253.4</td>
<td>11.8434</td>
<td>0.4389</td>
<td>53.8765</td>
<td>537.5480</td>
<td>0.2683</td>
<td>0.3435</td>
<td>0.2785</td>
</tr>
<tr>
<td>2</td>
<td>CCT</td>
<td>9632.1</td>
<td>8.2936</td>
<td>0.5338</td>
<td>58.7586</td>
<td>-430.4538</td>
<td>-0.1560</td>
<td>-0.2522</td>
<td>-0.1435</td>
</tr>
<tr>
<td>3</td>
<td>Otsu</td>
<td>9363.1</td>
<td>8.4166</td>
<td>0.7129</td>
<td>114.3957</td>
<td>2430.9</td>
<td><strong>0.3455</strong></td>
<td><strong>0.7324</strong></td>
<td><strong>0.3482</strong></td>
</tr>
<tr>
<td>4</td>
<td>FCM0</td>
<td>15604</td>
<td>6.1984</td>
<td>0.9415</td>
<td><strong>42.7048</strong></td>
<td><strong>346.7194</strong></td>
<td>0.2139</td>
<td>0.2798</td>
<td>0.2269</td>
</tr>
<tr>
<td>5</td>
<td>FCM1</td>
<td>14703</td>
<td>6.4567</td>
<td>0.9037</td>
<td>71.2572</td>
<td>602.0788</td>
<td>0.0860</td>
<td>0.2912</td>
<td>0.0894</td>
</tr>
</tbody>
</table>

**Abbreviations:** MCWS=Marker Control Watershed Segmentation method; Otsu= Otsu Thresholding method; CCT=Color Clustering Technique; FCM0=FCM 0 level method; FCM1=FCM 1 level method; MSE=Mean Square Error; PSNR=Peak Signal to Noise Ratio; NCC=Normalized Cross Correlation; AD=Average Difference; SC=Structural Content; NAE= Normalized Absolute Error; STD=Standard Deviation; CoV=Covariance; UIQI=Universal Image Quality Index; Corr Coeff = Correlation Coefficient; SSI=Structural Similarity Index Matrix.

Figure 4 Region of interest of segmented image with proposed technique for coronary atherosclerosis with the complication of hemorrhage into atheromatous plaque.
We applied our proposed methodologies of K Means clustering, Fuzzy C-means clustering and marker controlled watershed algorithm to medical images of the atherosclerosis images and obtained general segmentation maps of them. Fig. 2 shows the results of Otsu, FCM0 level, FCM1 level and Color Clustering (CC) Segmentation Techniques. Fig. 2 (a) is the original images of Atherosclerosis of aorta and Coronary Atherosclerosis. Fig. 2 (b-e) shows the results of Otsu thresholding method, results of fuzzy C means level 0 methods, and results of fuzzy C means level 1 method and segmentation result of CC technique respectively. Otsu, FCM0 level, FCM1 level and Color Clustering (CC) Segmentation Techniques are considered for comparisons because those methods provide segmentation results which are visually and quantitative way comparable with our proposed segmentation technique MCWS.

Figure 5: Insertion of Catheter in coronary arteries to remove plaque [41].

Figure 6: Representation of proposed watershed transformation in two dimensions
TABLE 4: Values for Region of Interest of segmented image of figure 4

<table>
<thead>
<tr>
<th>Image</th>
<th>Area</th>
<th>Mean</th>
<th>StdDev</th>
<th>Perim.</th>
<th>Circ.</th>
<th>Feret</th>
<th>IntDen</th>
<th>Skew</th>
<th>Kurt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig 3(d)</td>
<td>1.7</td>
<td>86.67</td>
<td>25.31</td>
<td>8.524</td>
<td>0.3</td>
<td>2.9</td>
<td>153.0</td>
<td>0.65</td>
<td>1.17</td>
</tr>
<tr>
<td>lower</td>
<td>66</td>
<td>7</td>
<td>3</td>
<td></td>
<td>05</td>
<td>38</td>
<td>77</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

Abbreviations: StdDev=Standard Deviation; Perim. =Perimeter; Circ=Circularity; IntDen=Integrated Density; Skew=Skewness; Kurt= Kurtosis.

Fig. 3 shows the results of proposed marker control Watershed (MCWS) Segmentation Technique. Fig. 3 (a) is the original images of Atherosclerosis of aorta and Coronary Atherosclerosis. Fig. 3 (b-e) represent the gradient magnitude of original image of figure 3(a) with MCWS , colored segmentation using MCWS , colored segmentation superimposed on original image of figure 3(a) and Graph using CC technique respectively. Table 1 represents the formulas for assessment parameters and mention about what should be their ideal values.

Table 2, 3 and 4 show the segmentation results. Ideally error should be small. So MSE and NAE values should be smaller, which are obtained through proposed MCWS algorithm. A higher value of PSNR is better, which is also obtained by proposed algorithm. Standard deviation and Co variance should be lower value, which is also good for proposed algorithm. As seen from table 2, for Atherosclerosis image using marker controlled WS(MCWS) method, the values of MSE=5709.3, PSNR=10.5650, STD=71.0361 and CoV=2207.9 which are best as compared to Otsu method and Fuzzy C means. It can be observed in table 2, that the values of UIQI=0.6770, Corr Coeff = 0.8792 and SSI= 0.6778 parameters are best for atherosclerosis image using Otsu method among all methods. As seen from table 3, for Coronary Atherosclerosis image using marker controlled WS(MCWS) method, the values of MSE=4253.4, PSNR=11.8434, NAE=0.4389 and STD=53.8765, which are best as compared to Otsu method and Fuzzy C means. Results of Coronary atherosclerosis of FCM0 method for STD = 42.7048 which is on gray image, while MCWS results are on color images. As seen from table 2 and table 3, the values of UIQI (range -1 to 1) and SSI(range -1 to 1) are better for Otsu thresholding technique for all images i.e. atherosclerosis, coronary atherosclerosis, which proves the consistency of all algorithms. Values toward 1 are better. Here, it is observed that MCWS algorithm gives results in form of color segmentation and provides better results for majority of assessment parameters. TABLE 4 represents the values for Region of Interest (ROI) of segmented image of figure 3(d) lower image, which is coronary atherosclerosis with the complication of hemorrhage into atheromatous plaque. We evaluated the performance of our proposed methodologies by comparing them with conservative watershed algorithm. The use of marker controlled watershed segmentation algorithm had achieved the objective of reducing the problem of over segmentation when applied to atherosclerosis images.

IV. Conclusion

This paper presents, application of Segmentation Techniques on Atherosclerosis Images using Otsu thresholding method, Fuzzy C means level 0, Fuzzy C means level 1, color clustering algorithm and with marker controlled watershed algorithm. Marker controlled watershed algorithm gave better segmentation than all other algorithms. By reducing the amount of over segmentation, we obtained a segmentation map which is more diplomats of the several anatomies in the medical images. It addressed the limitations of the conservative watershed algorithm, which included over segmentation. Comparing with the algorithm based on fuzzy logic, clustering is not only automatic but it is also able to segment the atherosclerosis images with a lower error. The marker controlled watershed algorithm presents smaller computational costs than the algorithm based on clustering. With our proposed algorithm we obtained desired values for various assessment parameters. Here with proposed algorithm, we obtained MSE and NAE values lower, PSNR values higher. Deviation and Variance of pixels for segmentation results are less. UIQI and SSIM values are sufficiently moderate. Finally, values for Region of Interest of resultant segmented image using proposed MCWS method are computed and presented in table 4 from which severity of atherosclerosis can be determine.
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