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Abstract: Mobile Cloud Computing (MCC) is an infrastructure where the data and the processing of data are outsourced. MCC integrates cloud computing into the mobile environment and executes the applications in the mobile device effectively by partitioning and offloading the computation intensive task to external resources (e.g. Public Clouds). The effective offloading is mainly focused on the decision maker which tells “when to offload” during execution time. Though prior decision making techniques has its own pros and cons, it doesn’t support dynamic changing environment and also consumes more time and energy for training the input instances. Also while offloading there is no security for the information to be transmitted. So, the proposed dynamic framework is designed with efficient intelligent classifier for offloading mobile application in dynamically changing by estimating the applications on-device and on-server performance. And to ensure security, Steganography technique is additionally used within the proposed framework to conceal the information.
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I. Introduction

The usage of smartphones and the mobile applications are rapidly increasing nowadays. Compared to desktop systems, the smartphones are less resource-constrained devices [pomac]. Therefore, the resource-intensive part of the mobile applications are fully or partially offloaded to the resourceful servers, such as clouds. Prior researches [4], [5], [6], [7], [8] has proposed various approaches for application partitioning and offloading the computation-intensive tasks to cloud servers or cloned virtual machines.

Implementing these approaches requires modification of applications or binary executables [6], [8] or some special compilation process [14]. On cloning the applications [13], though it doesn’t require any modification in offloading the mobile application, the full image of the mobile app has to be uploaded to the cloud server. The deciding factors considered for offloading the mobile applications to cloud servers by existing researches is less efficient. For example, Young et al. [8] recommends offloading, when the data size for transmission is greater than 6 MB. MAUI [6] follows Linear regression model for offloading with certain hardware, software and connectivity features of both mobile handsets and server. But it gives 50% of wrong decisions, which leads to higher energy consumption and longer response time.

And also while offloading the data parameters, there is no secured transmission mechanism. So there occurs a larger possibility for the intruders to steal the information. Since the internet is an open arena for any online users, it is necessary to conceal the information during offloading process.

In this paper, we designed a dynamic framework for offloading resource constrained part of mobile applications to cloud servers, to address the above said offloading challenges. We design a transparent offloading mechanism through method interception at Dalvik Virtual Machine level to let the mobile application offload its resource constrained methods without modifying the application’s source code, binary execution or any special compilation [pomac]. And also we ensured the privacy of offloading the sensitive data to the cloud servers are concealed by using two techniques such as Encryption of data and Steganography techniques [10].

The rest of the paper is organized as follows. After offloading impediment, the challenges in decision making, offloading mechanism, secure data transmission are discussed in section 2. In section 3 the dynamic framework design and its comparative results are discussed. Some preliminary results are received in section 4 and concluding remarks in section 5.

II. Offloading Impediments

To offload the mobile applications dynamically to the cloud, it is necessary to decide when to offload and how to offload securely. A decision maker can be used to anticipate the former part and an efficient offloading mechanism can be used for the later part. But existing techniques for the above said problem has some disadvantages.
2.1 Difficulties in Decision Making:

It is recommended to offload the mobile applications to cloud when the on-device execution time and energy is greater than the on-server’s execution. In Y.W. Kwon et.al [8], computation is offloaded only when the method’s parameter data size is greater than the threshold value (6 MB). But practically, it is difficult to have a common threshold value for all applications. These threshold based mechanisms will not work in dynamic environments where the resource information and bandwidth between the server and mobile device are changing dynamically. Therefore, without considering these factors, often the decision made by this policy is same.

In MAUI [6], a Linear regression model has been used as a classifier. It anticipates and compares the on-server execution by considering only the bandwidth or latency features. So, it may take wrong decisions in offloading. In POMAC [9], the Linear regression model and Support Vector Machine classifiers are compared for performance. The experiment result shows that a Linear regression model has 58.01% root relative absolute error rate and for Support Vector Machine (SVM), it is only 17.66% error rate.

In POMAC [9], a Multi-Layer Perceptron (MLP) has been used as a classifier. It dynamically collects the system environment and resource information such as bandwidth, latency, data size, CPU and memory availability for making the offloading decision. It also has a feedback channel for self-learning. But MLP consumes more time and energy for training the instances.

2.2 Difficulties in offloading mechanisms:

Though there are several offloading mechanisms available for offloading the computation intensive part of mobile applications to cloud, the offloading mechanisms are classified into two broad categories: a) Application partitioning and b) Virtual machine cloning.

In Application partitioning researches [6], [11], [12], [7], [8], the resource intensive portion is offloaded either switching the execution [11], [7] or invokes RPC [6], [8]. For these operation, it requires either annotation [6], binary modification [8] or compilation [14] to every application in the offloading framework. In VM based cloning, the smart phone’s full clone image will be created and maintained in the cloud [4], [14] and [5]. While offloading, it suspends the smartphone’s execution and transmit the execution to VM clone in the cloudlets. Also it requires proper synchronization of data (100 MB) between the clone and mobile device during transmission.

In POMAC [9], an efficient offloading mechanism and a transparent scheme has been proposed with no modifications for applications source code or binary executables or special compilations. But, there is no privacy concern on transferring the sensitive data to the server. Due to lack of this consideration for security, during applications offloading it opens door for hackers and malicious insiders to breach the data.

Therefore, it is necessary to determine a dynamic design framework to securely offload the mobile applications to the cloud server.

III. Classifier and DFDOMAC Design

In this section, selection of optimal classifier and design of DFDOMAC (Dynamic Framework design for Offloading Mobile Application to Cloud) are described.

3.1 Optimal Classifier and Crucial feature selection

To determine an optimal classifier for making offloading decision, several classifiers are compared for its accuracy and classification time. The various classifiers performance are verified with face recognition dataset of Picaso [2] and executed in Open source library Weka [3]. All the considered classifiers are examined for 60% to 70% training instances.
In Figure 1(a) and Figure 1(b), all the classifiers are compared for its classification time and accuracy. Figure 1(a) shows that the classification time of one instance remains same for all the classifiers, except multi-layer perceptron (MLP). Because MLP takes more time and energy to train, an optimal unsupervised efficient classifier called Self Organizing Map (SOM) has been proposed. The unsupervised SOM classifier equally performs as well as the supervised MLP classifier in comparatively less time [15].

In figure 1(b), when comparing all the classifiers such as SVM, MLP for accuracy, the SOM outperforms for 100% of accuracy. But SOM requires more training data than the MLP and SVM [15]. Eventually, since Decision tree and SVM classifiers do not support online training, it is not recommended for optimal decision making process. Although SOM requires large percentage of data for training, it classifies the given instances in short span of time. So in our current design, we are recommending SOM as optimal decision maker for offloading.

In addition to the classifier, the offloaded method’s vital features such as bandwidth, latency, data size, CPU and memory availability are collected by fProctor to impact the energy consumption and response time of an offloaded method.

3.2 Secure Offloading Mechanism design
Once the classifier makes the offloading decision, the offloading of computation intensive part will be performed transparently and securely.

DFDOMAC intercepts the method invocation at the Dalvik Virtual Machine instruction level. Figure 2 shows different modules of DFDOMAC; including Interceptor, fProctor, SOM Classifier, Encoder, Stego objects, mInterface, sInterface and Decoder.

While intercepting, when the Dalvik interceptor reaches any method invoking instruction, it saves the current method’s frame page and program counter to restart from the same point after returning from the invoked method. At this juncture, the interceptor intercepts the method call by getting all the input parameters field values, application name, method name and class name and packs them into a byte array.
After packing, mInterceptor sends the byte stream to the Encoder and suspends for the return value. Meanwhile, the vital features such as system environment and resource information are collected by fProctor dynamically. The bandwidth and latency are measured by sending small packets to the server and the mobile device. The /proc/stat and /proc/meminfo file in Android and server are used to get the CPU and memory availability. The invoked method’s data size can be calculated from the input parameter.

The SOM classifier is the offloading decision maker of DFDOMAC design by accurately characterizing the relationship among different features. When a method is intercepted, the SOM classifier makes the decision either to offload that method or execute it locally by considering the feature values collected by fProctor and the calculation of the arguments size.

Once the SOM classifier decides to offload, the computation-intensive data will undergo for steganography and encryption process. In steganography the data is hid by borrowing them to the server and avoids unauthorized access [10]. Therefore, the computation-intensive data is hidden with some cover image to improve to security, the data and cover image are encrypted by encoder using some random key by the mobile user and generates stego objects. Then the resultant stego objects [10] will be passed to the mInterface and suspends for the return value.

The mInterface communicates the server with the provided stego objects for execution and gets the result back. In the server side, the cInterface of the cloud server collects the stego objects. After that, the Decoder decrypts the data by providing receiver side random key and original cover image. Eventually the server side application interface collects and sends the decrypted parameter to the appropriate application’s method for execution.

After the execution is completed, the DFDOMAC gets the result back from mInterface, decrypts and deserializes the result to build the appropriate object and returns to the invokes of the method[9]. Meanwhile, if any remote server failure, DFDOMAC continues with normal execution flow for that application.

IV. Conclusion and Future Amendments

In this paper, we examined two problems about offloading mobile application to clouds. Firstly we analyzed whether offloading can be conducted and secondly we addressed how to perform offloading task securely and transparently. Analogized to the existing classifiers, the static policy worsen the performance of the application. Also the dynamic nature classifiers such as MLP takes more time and energy for training the data. Thus, we have designed decision maker based on SOM, which performs equally well as MLP in less time but requires more amounts of training instances. And analogizing to the existing offloading mechanism, lack of security in offloading process. In this paper, we have designed offloading mechanism which doesn’t require any source code modiﬁcation and ensures security by concealing the data with steganography and encryption. But for method offloading, it demands network communication from Dalvik VM, which in turn requires application to let the network communication for permission checking.
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