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Abstract: We are proposing a modified form of the Milne’s Predictor-Corrector formula for solving ordinary differential equation of first order and first degree. Here we are approximating the value of the dependent variable under five initial conditions (where Milne takes four initial conditions) and then improving this value (closer to the exact value) by proper substitution in the formulae. This process is an iterative way to obtain the values and the process continuing until we get a proper level of accuracy.
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I. Introduction

In the methods so far described to solve an ordinary differential equation over an interval, only the value of y at the beginning of the interval was required. Now in the Predictor-Corrector methods, four prior values are needed for finding the value of y at given value of x. These methods though slightly complex, have the advantage of giving an estimate of error from successive approximations of y, with x_{i+1} = x_i + h.

Then from Euler’s formula, we have

\[ y_{i+1} = y_i + hf(x_i, y_i) \]  \hspace{1cm} (1)

Also from modified Euler’s formula [8, 9], we have

\[ y_{i+1} = y_i + \frac{h}{2} [f(x_i, y_i) + f(x_{i+1}, y_{i+1})] \]  \hspace{1cm} (2)

The value of \( y_{i+1} \) is first estimate by (1) and then by using (2) gets a better approximation of \( y_{i+1} \). This value of \( y_{i+1} \) is again substituted in (2) to find still a better approximation of \( y_{i+1} \). This procedure will repeat until two consecutive iterated values of \( y_{i+1} \) agree.

This technique of refining an initial crude estimation of \( y_{i+1} \) by means of a more accurate formula is known as Predictor-Corrector method [1]. The equation (1) is taken as the predictor, while (2) serves as a corrector of \( y_{i+1} \).

To solve the differential equation \( y' = f(x, y) \) by this method, first we are to approximate the value of \( y_{i+1} \) by predictor formula at \( x = x_{n+1} \), then improve this values of \( y_{n+1} \) by using the corrector formula after proper substitution. These formulae will be derived from the Newton’s formula of forward interpolation [5,6].

II. Derivation Of Milne’s (Modified) Predictor Formula

We know that Newton’s formula of forward interpolation in terms of \( y' \) and \( u \) is given by

\[
y' = y'_0 + u\Delta y'_0 + \frac{u(u-1)}{2!} \Delta^2 y'_0 + \frac{u(u-1)(u-2)}{3!} \Delta^3 y'_0 + \frac{u(u-1)(u-2)(u-3)}{4!} \Delta^4 y'_0 + \frac{u(u-1)(u-2)(u-3)(u-4)}{5!} \Delta^5 y'_0 + \ldots \ldots
gives \]
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\[ y' = u \Delta y' + \frac{(u^2 - u)}{2} \Delta^2 y' + \frac{(u^3 - 3u^2 + 2u)}{6} \Delta^3 y' + \frac{(u^4 - 6u^3 + 11u^2 - 6u)}{24} \Delta^4 y' + \frac{(u^5 - 10u^4 + 35u^3 - 50u^2 + 24u)}{120} \Delta^5 y' + \ldots \ldots \]

(3)

Where

\[ u = \frac{x - x_0}{h} \]

or, \( x = x_0 + uh \)

So that \( dx = h \, du \)

Now, integrating (3) over the interval \( x_0 \) to \( x_0 + 5h \), i.e., \( u = 0 \) to \( u = 5 \), we obtain

\[
\int_{x_0}^{x_0+5h} y' \, dx = h \int_0^5 \left[ y'_0 + u \Delta y'_0 + \frac{(u^2 - u)}{2} \Delta^2 y'_0 + \frac{(u^3 - 3u^2 + 2u)}{6} \Delta^3 y'_0 + \frac{(u^4 - 6u^3 + 11u^2 - 6u)}{24} \Delta^4 y'_0 + \frac{(u^5 - 10u^4 + 35u^3 - 50u^2 + 24u)}{120} \Delta^5 y'_0 + \ldots \ldots \right] \, du
\]

or, \( y(x_0 + 5h) - y(x_0) \)

\[ = h \left[ 5y'_0 + \frac{25}{2} \Delta y'_0 + \frac{1}{2} \left( \frac{125}{3} - \frac{25}{2} \right) \Delta^2 y'_0 + \frac{1}{6} \left( \frac{625}{4} - 125 + 25 \right) \Delta^3 y'_0 + \frac{1}{24} \left( \frac{15625}{6} - 6250 + \frac{21875}{3} - \frac{6250}{3} + 300 \right) \Delta^4 y'_0 + \ldots \ldots \right] \]

(4)

Neglecting the terms containing \( \Delta^6 \) and higher orders and substituting \( \Delta \equiv (E - 1) \), from (4) we get

\[ y_5 - y_0 = h \left[ 5y'_0 + \frac{25}{2} (E - 1) y'_0 + \frac{175}{12} (E - 1)^2 y'_0 + \frac{75}{8} (E - 1)^3 y'_0 + \frac{425}{144} (E - 1)^4 y'_0 + \frac{95}{288} (E - 1)^5 y'_0 \right] \]
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\[ y_3 = y_0 + h\left[y'_0 + \frac{25}{2} (E - 1)y'_0 + \frac{175}{12} (E^2 - 2E + 1)y'_0 + \frac{75}{8} (E^3 - 3E^2 + 3E - 1)y'_0 + \frac{425}{144} (E^4 - 4E^3 + 6E^2 - 4E + 1)y'_0 + \frac{95}{288} \Delta^3 y'_0 \right] \]

\[ = y_0 + h\left(\frac{25}{2} + \frac{175}{12} + \frac{75}{8} + \frac{425}{144} \right)y'_0 + \left(\frac{25}{2} - \frac{175}{6} + \frac{225}{8} - \frac{425}{36} \right)Ey'_0 + \left(\frac{175}{12} - \frac{225}{8} + \frac{425}{24} \right)E^2 y'_0 + \left(\frac{75}{8} - \frac{425}{36} \right)E^3 y'_0 + \frac{25}{6} E^4 y'_0 + \frac{25}{6} \Delta^3 y'_0 \]

\[ = y_0 + h\left[\frac{95}{144} y'_0 - \frac{25}{72} Ey'_0 + \frac{120}{24} E^2 y'_0 + \frac{70}{72} E^3 y'_0 - \frac{85}{8} E^4 y'_0 + \frac{95}{288} \Delta^3 y'_0 \right] \]

\[ = y_0 + \frac{5h}{144} \left[19y'_0 - 10y_1 + 120y_2 - 70y_3 + 85y_4\right] + \frac{95}{288} h \Delta^3 y'_0 \]

\[ \text{Since } Ey'_0 = y'_1, E^2 y'_0 = y'_2, E^3 y'_0 = y'_3, E^4 y'_0 = y'_4 \]

\[ \therefore y_3 = y_0 + \frac{5h}{144} \left[19y'_0 - 10y_1 + 120y_2 - 70y_3 + 85y_4\right] + \frac{95}{288} h \Delta^3 y'_0 \quad (5) \]

which is required Milne’s (modified) predictor formula.

III. Derivation Of Milne’s (Modified) Corrector Formula

To obtain the corrector formula, we integrate (3) over the interval \( x_0 \) to \( x_0 + 4h \). i.e., \( u = 0 \) to \( u = 4 \), then we get

\[ \int_{x_0}^{x_0 + 4h} y'/dx = h \int_{0}^{4} \left[y'_0 + u \Delta y'_0 + \frac{(u^2 - u)}{2} \Delta^2 y'_0 + \frac{(u^3 - 3u^2 + 2u)}{6} \Delta^3 y'_0 + \frac{(u^4 - 6u^3 + 11u^2 - 6u)}{24} \Delta^4 y'_0 + \frac{(u^5 - 10u^4 + 35u^3 - 50u^2 + 24u)}{120} \Delta^5 y'_0 + \cdots \right] du \]

\[ \text{or, } \frac{y(x_0 + 4h) - y(x_0)}{4h} = h \left[y'_0 + \frac{u^2}{2} \Delta y'_0 + \frac{1}{2} \left(\frac{u^3}{3} - \frac{u^2}{2}\right) \Delta^2 y'_0 + \frac{1}{6} \left(\frac{u^4}{4} - u^3 + u^2\right) \Delta^3 y'_0 + \frac{1}{24} \left(\frac{u^5}{5} - \frac{3u^4}{2} + \frac{11u^3}{3} - 3u^2\right) \Delta^4 y'_0 + \frac{1}{120} \left(\frac{u^6}{6} - 2u^5 + \frac{35u^4}{4} - \frac{50u^3}{3} + 12u^2\right) \Delta^5 y'_0 + \cdots \right]_{u=0}^{u=4} \]
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Neglecting the terms containing \( \Delta^3 \) and higher orders and substituting \( \Delta \equiv E - 1 \) from (6) we get

\[
y_4 - y_0 = h[4y_0' + 8(1 - E) + \frac{20}{3} (E^2 - 2E + 1)y_0' + \frac{8}{3} (E^3 - 3E^2 + 3E - 1)y_0' + \frac{14}{45}(E^4 - 4E^3 + 6E^2 - 4E + 1)y_0' + (0)\Delta^5 y_0']
\]

\[
y_4 = y_0 + h[4y_0' + 8(1 - E) + \frac{20}{3} (E^2 - 2E + 1)y_0' + \frac{8}{3} (E^3 - 3E^2 + 3E - 1)y_0' + \frac{14}{45}(E^4 - 4E^3 + 6E^2 - 4E + 1)y_0' + (0)\Delta^5 y_0']
\]

IV. Generalization Of Milne’s (Modified) Predictor-Corrector Formula

We can write the general form [7] of Milne’s (modified) predictor and corrector formulae according to (5) and (7) as follows

\[
y_{p+1} = y_{n+1} + \frac{5h}{144} [19y_{n+1} - 40y_{n+1} - 70y_{n+1} - 85y_{n+1}] \quad (8)
\]

\[
y_{c+1} = y_{n+1} + \frac{2h}{45} [7y_{n+1} + 32y_{n+1} + 12y_{n+1} + 32y_{n+1} + 7y_{n+1}] + (0)\Delta^5 y_0' \quad (9)
\]

which is required Milne’s (modified) corrector formula.

4.1. EXAMPLES

Problem-1:

Solve \( y' = \frac{dy}{dx} = \frac{x + y}{2} \) at \( x = 2.5 \)

Where initial values [2] are \( y(0.0) = 2.00000000, y(0.5) = 2.63610167, y(1.0) = 3.5948508, y(1.5) = 4.9680007, y(2.0) = 6.87312731 \)

The analytical solution is \( y = 4e^{\frac{x}{2}} - x - 2 \)
Problem-2:

\[ \text{Solve } y' = \frac{dy}{dx} = 2e^x - y \text{ at } x = 0.5 \]

Where initial values [2,5] are \( y(0.0) = 2.00000000, y(0.1) = 2.01000834, y(0.2) = 2.04013351, y(0.3) = 2.09067703, y(0.4) = 2.16214474 \)

The analytical solution is \( y = e^x + e^{-x} \)

Problem-3:

\[ \text{Solve } x^2y' + xy = 1 \text{ at } x = 1.5 \]

Where initial values [5] are \( y(1.0) = 1.00000000, y(1.1) = 0.99573653, y(1.2) = 0.98526796, y(1.3) = 0.97104943, y(1.4) = 0.95462303 \)

The analytical solution is \( y = \frac{(\ln x + 1)}{x} \)

Problem-4:

\[ \text{Solve } y' = \frac{dy}{dx} = 3e^{2y} + 2y \text{ at } x = 0.5 \]

Where initial values [2,5] are \( y(0.0) = 0.00000000, y(0.1) = 0.34869552, y(0.2) = 0.81126582, y(0.3) = 1.41677998, y(0.4) = 2.20114869 \)

The analytical solution is \( y = 3(e^{2x} - e^{-x}) \)

Problem-5:

\[ \text{Solve } y' = \frac{dy}{dx} = e^{x-y} + x^2e^{-y} \text{ at } x = 0.5 \]

Where initial values [3] are \( y(0.0) = 0.00000000, y(0.1) = 0.10030157, y(0.2) = 0.20218090, y(0.3) = 0.30664524, y(0.4) = 0.41419888 \)

The analytical solution is \( y = \ln(e^x + \frac{1}{3}x^3) \)

V. Quantitative Comparison Of Numerical Results

<table>
<thead>
<tr>
<th>Problem No.</th>
<th>Exact value</th>
<th>In Milne’s method.</th>
<th>In Milne’s (modified) method.</th>
<th>In Adam-Moulton’s method.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>7th iteration</td>
<td>6th iteration</td>
<td>7th iteration</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>6th iteration</td>
<td>7th iteration</td>
</tr>
<tr>
<td></td>
<td>9.46137183</td>
<td></td>
<td>9.46137662</td>
<td>9.46166121</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>02</td>
<td>2.25525193</td>
<td>2.25525202</td>
<td>2.25525194</td>
<td>2.25525212</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3rd iteration</td>
<td>3rd iteration</td>
<td>3rd iteration</td>
</tr>
<tr>
<td></td>
<td>2.25525193</td>
<td>2.25525202</td>
<td>2.25525194</td>
<td>2.25525212</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3rd iteration</td>
<td>3rd iteration</td>
</tr>
<tr>
<td></td>
<td>2.25525193</td>
<td></td>
<td>2.25525202</td>
<td>2.25525212</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>03</td>
<td>0.93697640</td>
<td>0.93697840</td>
<td>0.93697747</td>
<td>0.93698138</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4th iteration</td>
<td>4th iteration</td>
<td>4th iteration</td>
</tr>
<tr>
<td></td>
<td>0.93697640</td>
<td>0.93697840</td>
<td>0.93697747</td>
<td>0.93698138</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4th iteration</td>
<td>4th iteration</td>
</tr>
<tr>
<td></td>
<td>0.93697640</td>
<td></td>
<td>0.93697840</td>
<td>0.93698138</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
VI. Conclusions

From above comparison table we have shown that Milne’s (modified) predictor-corrector formulae gives better accuracy and it also can minimize the calculating time as it takes less number of iterations. But, it is yet to implement proposed formulae to the real world problems. Though Milne’s (modified) predictor-corrector formula seems to be lengthy process of solving ordinary differential equations, it has following advantages over previous methods. Such as, (i) the previous methods estimates the value of y respecting a given value of x by means of four initial conditions whereas the Milne’s (modified) predictor-corrector formulae estimate the value of y respecting a given value of x by means of five initial conditions, which is more logical, (ii) to obtain value of y at any value of x, previous methods are need to be calculating up to fourth difference of Newton’s formula of forward interpolation but Milne’s (modified) predictor-corrector formulae need to be calculating up to fifth difference of Newton’s formula of forward interpolation, which will give better accuracy, (iii) at Milne’s (modified) corrector formula the co-efficient of is zero, then the truncation error converging to zero, this will upgrade the level of accuracy of the method. Next, we are to construct a generalized formula for predictor-corrector method for solving ordinary differential equations of first order and first degree.
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