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Abstract: In this paper, we develop the Size-biased form of the weighted Generalized Beta distribution of first 

kind (WGBD1); a particular case of the weighted Generalized Beta distribution of first kind, taking the weights 

as the variate values has been defined. The structural property of Size-biased Generalized Beta distribution of 

first kind (SBGBD1) including moments, variance, mode and harmonic mean, coefficient of variation, skewness 

and kurtosis has been derived. The estimates of the parameters of Size- biased Generalized Beta distribution of 

first kind (SBGBD1) is obtained by employing a new method of moments. Also, a test for detecting the size-
baisedness is conducted. 

Keywords:  Generalized Beta distribution of first kind, Beta function, Size-biased generalized beta distribution 

of first kind, Structural properties and moment estimator.  

 

I. Introduction 
 Beta distributions are very versatile and a variety of uncertainties can be usefully modelled by them. 

Many of the finite range distributions encountered in practice can be easily transformed into the standard 

distribution. In reliability and life testing experiments, many times the data are modeled by finite range 

distributions, see for example Barlow[1] and Proschan(1975) . Many generalizations of beta distributions 

involving algebraic and exponential functions have been proposed in the literature; see in Johnson et al.[2] 

(1995) and Gupta and NadarSajah (2004)[3] for detailed accounts. The generalized beta distribution of first 

kind[13] (GBD1) is a very flexible four parameter distribution. It captures the characteristics of income 
distribution including skewness, peakedness in low-middle range, and long right hand tail. The Generalized Beta 

distribution of first kind includes several other distributions as special or limiting cases, such as generalized 

gamma(GGD), Dagum, beta of the second kind(BD2), Sing-Maddala (SM), gamma, Weibull and exponential 

distributions. 

The probability density function (pdf) of the generalized beta distribution of first kind (GBD1) is given by: 
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where qpa ,,
 
are shape parameters and b  is a scale parameter,
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
),(  is a beta function, 

qpba ,,, are positive real values. 

The rth moment of generalized beta distribution of first kind is given by [14]: 

),(

,

)(
qp

q
a

r
pb

XE

r

r



 









                                                                             (2) 

Put r=1 in relation (2), we have 
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The concept of weighted distributions can be traced to the study of the effect of methods of ascertainment upon 

estimation of frequencies by Fisher [4].In extending the basic ideas of Fisher, Rao [5,6] saw the need for a 

unifying concept and identified various sampling situations that can be modeled by what he called weighted 

distributions. The weighted distributions arise when the observations generated from a stochastic process are not 

given equal chance of being recorded; instead they are recorded according to some weighted function. When the 
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weight function depends on the lengths of the units of interest, the resulting distribution is called length biased. 

More generally, when the sampling mechanism selects units with probability proportional to measure of the unit 

size, resulting distribution is called size-biased. Size biased distributions are a special case of the more general 
form known as weighted distributions. First introduced by Fisher (1934) to model ascertainment bias, these were 

later formalized in a unifying theory by Rao (1965). These distributions arise in practice when observations 

from a sample are recorded with unequal probability and provide unifying approach for the problems when the 

observations fall in the non –experimental, non –replicated and non –random categories. Van Deusen [11] 

arrived at size biased distribution theory independently and applied it to fitting distributions of diameter at breast 

height (DBH) data arising from horizontal point sampling (HPS) (Grosenbaugh) inventories. Subsequently, 

Lappi and Bailey[12] used weighted distributions to analyse HPS diameter increment data. Dennis [7] and Patil 

(1984) used stochastic differential equations to arrive at a weighted gamma distribution as the stationary 

probability density function (PDF) for the stochastic population model with predation effects. Gove (2003) [8] 

reviewed some of the more recent results on size-biased distributions pertaining to parameter estimation in 

forestry. Sandal[9] C.E (1964) derived the method of estimation of parameters of the gamma distribution. Mir 
[10] (2007) also discussed some of the discrete size-biased distributions. 

 

II. Materials And Methods 

 Suppose X is a non-negative random variable with its natural probability density function );( xf

,where the natural parameter is . Suppose a realization x of X under );( xf  enters the investigator’s record 

with probability proportional to );( xw , so that the weight function );( xw  is a non-negative function with 

the parameter   representing the recording mechanism. Clearly, the recorded x is not an observation on X , but 

on the random variable wX , having a pdf 
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By taking weight w(x) = x we obtain length biased distribution. where w is the normalizing factor obtained to 

make the total probability equal to unity by choosing )],([ xwEw   . The variable WX is called weighted 

version of X , and its distribution is related to that of X and is called the weighted distribution with weight 

function w .For example, when xxw );(   , in that case w   is called the size-biased version of X .The 
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III. Derivation of Size-Biased Generalized Beta Distribution of first kind: 

The probability distribution of Generalized Beta distribution of first kind is:
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where qpa ,,

 
are shape parameters and

qp
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


),(  is a beta function, qp, are positive real values.

 

A size biased generalized beta distribution of first kind (SBGBD1) is obtained by applying the weights
cx , 

where c =1 to the weighted Generalized beta distribution of first kind. 
We have from relation (1) and (5) 
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where ),,,;(* qpbaxf  represents a probability density function. This gives the size –biased generalized beta 

distribution of first kind (SBGBD1) as: 
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where qpa ,,
 
are shape parameters and b  is a scale parameter,
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Special case: The distribution like the Size-biased beta distribution of first kind as special case ( )1 ba , 

then the probability density function is given as: 
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IV. Structural properties of  Size- biased  Generalized beta distribution of first kind: 
 The rth moment of Size biased generalized beta distribution of first kind (6) about origin is obtained as: 

dxqpbaxfx r

r ),,,;(
0




  

dx
b

x

bq
a

p

xa
x

q
a

ap

ap
r

r

1

10

1

,
1






































 



 

dx
b

x

bq
a

p

xa
q

a

ap

rap

r

1

10

1

,
1






































 




 

dx
b

x

b

x

q
a

p

ab
q

arap
r

r

1

0

1

1

,
1










































 


  



On size biased Generalized Beta distribution of first kind 

www.iosrjournals.org                                                             44 | Page 

dx
b

x

b

x

q
a

p

ab
q

a
p

ar

r

a

r 1

0

1

1

,
1


























































 




 

Put dtt
a

b
dxbtxthent

b

x
aa

a
1

1
1

,,










 

and        dtt
a

b
tt

q
a

p

ab
aqp

r

r
a

r 1
1

1

0

1

1

,
1



















 


  

    dttt

q
a

p

b q
a

t

a

r
p

r

r

1

0

1
1

,
1

















 




 





















 q
aa

r
p

q
a

p

br

r ,
1

,
1







                                                               (7) 

4.1 Mean of Size- biased Generalized Beta Distribution of first kind.

 

Using the equation (7), the mean of the SBGBD1 is given by
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4.2 Second moment of Size- biased Generalized Beta Distribution of first kind.

 

Using the equation (7), the second moment of the SBGBD1 is given by
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4.3 Variance of Size- biased Generalized Beta Distribution of first kind.

 

Using the equation (07), the variance of the SBGBD1 is given by

 



















































































2

2

2

,
1

,
2

,
1

,
3

q
a

p

q
a

p

q
a

p

q
a

p

b











                                                                  (10)            

4.4 Coefficient of variation of Size- biased Generalized Beta Distribution of first kind.

 

1

,
2

,
1

,.
3

)(

)(

2


































q
a

p

q
a

pq
a

p

XE

XV
CV





                                                            (11) 

4.5 Coefficient of skewness of Size- biased Generalized Beta Distribution of first kind. 
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4.6Coefficient of Kurtosis of Size- biased Generalized Beta Distribution of first kind.
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Where, the first four moments about origin is given as:
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4.7 The mode of Size-biased generalized beta distribution of first kind is given as: 
The probability distribution of Size-biased Generalized Beta distribution of first kind is: 
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In order to discuss monotonicity of size-biased generalized beta distribution of first kind. We take the logarithm 

of its pdf: 
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Where C is a constant. Note that 
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Where qpa ,, are shape parameters and b is a scale parameter, It follows that 
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The mode of size-biased generalized beta distribution of first kind is: 
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4.8 The harmonic mean of Size-biased generalized beta distribution of first kind is given as: 
The probability distribution of Size-biased Generalized Beta distribution of first kind is: 
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The harmonic mean (H) is given as: 
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V. Estimation of parameters in the size-biased Generalized Beta Distribution of first kind. 

 In this section, we obtain estimates of the parameters for the Size-biased Generalized Beta distribution 

of first kind by employing the new method of moment (MOM) estimator. 
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5.1 New Method of Moment Estimators
  Let X1, X2, X3… Xn be an independent sample from the SBGBD1with weight c=1. The method of 

moment estimators are obtained by setting the row moments equal to the sample moments, that is E(Xr) = Mr 
where is the sample moment Mr  corresponding to the .E(Xr) The following equations are obtained using the 

first and second sample moments.
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Case 1.When p and q are fixed and a=1, then 
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Case 2.  When p and b are fixed and a=1, then dividing equation (17) by (18), we have: 

)3()2(

)3()2(

2 




pqpb

qpp

M

X

 

)2(

2

2 




pb

qp

M

X

 
)20(1)2(ˆ

2











M

Xb
pq  

Case 3: When b and q are fixed and a=1, then dividing equation (17) by (18), we have: 
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Case 4. When p and q are fixed, b=1 then we can calculate the value of a estimator by numerical methods/ 

 

VI. Test for size-biased generalized beta distribution of second kind. 
 Let X1, X2, X3,…,Xn be a random samples can be drawn from generalized beta distribution of first kind 

or size-biased generalized beta distribution of first kind. We test the hypothesis 

),,,()(:),,,,()(:
*

1 qpbafxfHagainestqpbaxfxfH so 
 . 

                    To test whether the random sample of size n comes from the generalized beta distribution of first 

kind or size-biased generalized beta distribution of first kind the following test statistic is used. 
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We reject the null hypothesis. 
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Equalivalently, we rejected the null hypothesis where 

 

 

For a large sample size of n, log2 is distributed as a Chi-square distribution with one degree of freedom. 

Thus, the p-value is obtained from the Chi-square distribution. 
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