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On Certain Class of Analytic Functions Involving Linear
Operators
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Abstract: Invoking the Hadamard product (or convolution) , a class of univalent functions has been
introduced. In the present paper we obtain necessary and sufficient conditions and some important properties
for the analytic functions for its belongingness to certain class of functions. The distortion inequalities, closer
theorems, radii of close-to-convexity, radii of starlikeness and radii of convexity are obtained for the same class
of functions. Some properties involving Hadamard product are also obtained.
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l. Introduction
Let A denote the class of functions of the form

f@)=z+ i anz™, 1.2
m=2

which are analytic in the open unit disk U = {z: |z| < 1}.
For function f(z) € A4, given by (1.1), and g(z) € A, given by

g@2)=z+ Z b,z™, 1.2)
m=2
we define the Hadamard product of f(z) and g(z) by
f*g(z)=z+z amb,z™ , z€U. 1.3)
m=2

By using the Hadamard product, Chena Ram and Garima [6] studied a linear operator

L (ay, a5, B)f(2) = z le(ap“ziﬁﬁ k; Z) * f(2)

=z+ Z an, ®(k,m)z", (1.4)
)
where

(a1)m—11(az+k(m—-1))I'B1
®(k,m) = )
(k) = e N1 m—1) (D
and le(al, oy; B k; z) is the generalized hypergeometric function, defined by [9]

N _TBDY @)nl @)
le(al,az,,Bl,k, Z) =) 0 TG 2 (keRKk>0,|zl <) (1.5
n=

Let T denote the subclass of A consisting of functions of the form
fiz2)=z- Z a,z™ (1.6)
m=2

Recently, Aouf et al. [2], [3], [4], Joshi [5], Salagean [7] and others, introduced and studied certain subclasses of
analytic functions with negative coefficients.
Now, let S(ay, @,, B1, A, A, B) denote the class of functions f(z) € T such that
-2 ¥ (a1,a2,81)f (2) +Lk(a1+1,az,ﬁ1)f(z) < s
z z (1+Bz)

forze U, whereA>0, -1<A<B<1.

We say that a function f(z) € T is in the class Q(ay, @y, B, 4, A, B) if it satisfies the following
subordination condition:

1- ﬂ)[Lk(“p“z:[ﬁ)f(Z)]’ + A[Lk (a; +1, az'ﬁﬂf(z)], <
forzeU,whereA >0, - 1<A<B<1.

1.7)

(1+4z)
(1+Bz)

(1.8)
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1. Coefficient Estimates
Theorem 1. Let the function f(z), defined by (1.6), is in the class Q(ay, a, f; A, A, B) if and only if

i me,, p(k,m)a,, < (B —A)a;, (2.1)
m=2
where
¢y =[a; + Am —1)](1 + B)

and
_ I(B)@D)m -1 (a2 +k(m-1))
¢l m) = T(a)T (B +k(m—=1))(Dm -1
Proof. Let f(2z) € Q(ay, a3, By A A B). Then
_ 144w (2)

h(z) = (1 — DL (ay, a2, B @] + AL (ay + 1, a2, ) f (2)] = T4Bo () (2.3)
—-1<A<B<10<B<1,Z€elU,
w € H = {w an analytic, w(0) = 0 and |w(2)| < 1,Z € U}.

From (2.3), we get

2.2)

_ 1-h(z)
w(z) = Bh(z)-A"
Therefore
=1 § e A DI T T 1)
& a [(o)T(B, + k(m =)Dy ™
and |w(z)| < 1 implies
o0
| Z mlaq+A(m—1)] r(ﬁl)(“l)m_1r(a2+k(m_1))a zm-1
@1 T (B +km—-1)Dm—1 ™
=2
m <1 (2.4)
o0
_4)— mla1+A(m=1)] T(B1)(@1)m —1M(az+k(m—1)) 1
-5 ) @ TEG Hkm-D) Mmoo
m=2
Hence
(& |
| Z mlaq+A(m—1)] l"(Bl)(ql)m_11"(0‘2"—](("1_1))61 zm-1 |
1 T()T By +km-1))Dm—-1 ™
m=2
| bt (2.5)
0
| —_A)— mlaq+A(m—1)] '(B1)(@1)m —1(02+k(m—1)) -1 |
UB 4) BZ; 1 ()T By PR -1 D1 "7
m=

We consider real values of z and take z = r with 0< r < 1. Then for r = 0, the denominator (2.5) is positive
and so it is positive for all r with 0< r < 1, since w(z) is analytic for |z| < 1. Then (2.5) gives

= D] T m—1lag+k(m—1
Z m[a1+‘j(m 1)] TB;(01)m—1Taz+k(m )(1+B)amzm_1 < (B—A)

o) 1 F(az)rﬁ1+k(m—1)(1)m—1
i.e. mc,, p(k,m)a,,z" ! < (B — A)ay, (2.6)
where
¢y = [a; + A(m — 1)](1 + B),
and

__ TBy(01)m—1Tap+k(m—1)
¢k,m) = [(0)Iy +k(m—~1)(Dm -1’
Letting r - 1 in (2.6), we get (2.1).
Conversely, let f(z) € T and satisfies (2.1). For |z| = r,0< r < 1, we have (2.6) by (2.1), since r™~! < 1. So
that, we have

Z m[a1+:(m—1)]¢(k’m)amzm—1 < (B —A) _ BZ wq’)(k,m)amzm—l
- 1 1

m=2 m=2

<|B-a-BY ’”“‘%f’”‘mqb(k,m)amzm-l
m=2

Which gives (2.4) and hence follows that

(1= DI (@, a0, BOF D) + AL (e + 1, B = :2—38
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w€H,zeU,-1<A<B<10<B<Z1
Thatis f(z) € Q(ay,a;, By A A, B). Finally the function f(z) given by
f2)=z--804 m  (m>2) .7

mcp ©(k,m)
is an extremal function for the theorem.
The theorem is completely proved.

I1l.  Some properties of Q(ay, a2, 14, A, B)
Theorem 2. Q(ay + 1, a5, A A B) € Q(ay, az, 1 A, A, B) for
-1<A<B<10<B<11A=0.
Proof. Let the function f(z) defined by (1.6) be in the class Q(a; + 1, @y, 51 4, A, B). Then by Theorem (1), we
have

Y Dl Gk, m)(1+ B)ay,

m=2

J sl et 4,
- m: ml R ok, m) (1 + B)ay < (B - A)
e Y MOt gy B, < (B A)

a1+1
m=2

Theorem 3. Q(ay, ay, f1 A1,A,B) € Q(ay, ay, 1, 4,,A,B) for
—-1<A<B<10<B<14,4, =0.
Proof. By Theorem 1 we have

Y, M gk, m)(1 + B)ay,
m=2

Z [“1”2(’" Y ok, m)(1 + B)a,,

m=2
< (B—-A).
This completes the proof of Theorem 3.

IV. A setof Distortion inequalities
Theorem 4. Let the function f(z) defined by (1.6) be in the class Q(ay, @y, 81,1, A, B). Then we have for
Izl =7 < 1,
(B4 [r<az)r(ﬁ1+k)

(B-4) F(az)F(B1+k)] 2
T (o HOT (B ) [ (4.1)

(o2 +OT(B,)

| <rr@rsr+ &2

2(:2

and
(B-4) r(az)r(ﬁ1+k)] '
B Tororaool TS <1-
' €2 [F(az+k)r([}1) <lf@l=<1

The result is sharp for the function

_ . _ B-Au r(az)r(ﬁﬁk)] 2 —
f@)=z-"=2 [T(az+k)1'(l31) . Z=AT (43)
Proof. Since mc,, ¢ (k) is an increasing function of m (m > 2), and
f(2) € Q(ay, a3, By A1, A, B), by Theorem 1, we have

ZCZ

(B-A) [r(az)r(ﬁl+k)] (4.2)

c2 I'(ap +k)r(B1)

2¢c,p(k, Z)Z a, < Z mc, dp(k,m)a,, < (B —A)u

m=2

c (B—4) |T(02)T (B, +k)
mz_; In =, [F(az+k)F(l31) (44)
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0

|f(z)|£r+z amrm§r+r22 an <7+

m=2 m=2

262

and

2¢y

0 0
2| zr—) ay,rmz2r—r°) a, =r—
| | > T > 2 =
m=2 m=2

Also by Theorem 1, we have

c, p(k, 2)i ma,, < (B —A)o,

m=2

) (B—A)oy F(az)T(ﬁ1+k)]
<
1.e. Z mam, = c2 [F(a2+k)r(ﬁ1)

Thus

If'(2) <1+ Z ma,r™ 1 <1 +TZ ma,,
m=2 m=2

(B—A) F(az)T(ﬁ1+k)]

<1481l B0

=1+ [I‘(a2+k)1‘([ﬁ1)

and

If@l=1-) ma,r"'21-r) ma,
m=2 m=2
(B=A) |T(e2)T (B +k)
ez |T(o2+K)T(B;)
The theorem is completely proved.

>1-

V. Closure Theorems

Let the function f; (z) be defined, fori = 1,2, ...v by

0

P
fiz)=z—- Z Ay 2™, Z (i = 0.
m=2

m=2

Theorem 5. Let the functions f;(z) defined by (5.1) be in the class Q(ay, @y, B1, A, A;, B;), for i = 1,2, ...

the function h(z) defined by

0

h(z) = Z—%Z 2 Ay i 2™

m=2 i=L

is in the class Q (a4, ay, By, 4, A;, B;), where

min max

A= ci< AdadB =g o o, (B)

(B-4) [F(az)r (B, +K)
(o2 +K)T(B;)

(B-4) [F(az)F(B1 +k)
T(az+K)T(B;)

|

|+

Proof. Since f;(z) € Q(ay, a3, B, A A;, B;) for i = 1,2, ...v, we have

i mla; + 4, (m — D]k, m)(1 + B)a,,; < (B; —A)ay
m=2
hence

o0 0

Y mla; + A4 (m—Dipk,m) |2) an,

m=2 i=1

= % Z Z mla; + 4 (m — D]pk, m)a,, ;

i=1 m=2

<gi Bi-AN(@) _ (B-A)@1)
v

N (1+B;) = (1+B)
i=]

o0 0

Y mla; +A0m = DIpl, m)A+B) |2 ) @y | < B — A) (@)

m=2 i=1

(4.5)

(5.1)

(5.2)

(5.3)

(5.4)

(5.5)

(5.6)

v. Then
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A and B is given by (5.3).Hence f(z) € Q(ay, a3, By, 4, A, B).
The theorem is completely proved.

Theorem 6. Let the function f;(z) (i = 1,2, ...v) defined by (5.1) be in the class Q(ay, a,, 1, 4, 4, B). Then the
function h(z) defined by

v

h(z) = ), difi(2) (5.7)
i=l
is also in the same class Q (ay, @5, B1, 4, A, B), where

v

) d =1 (5.8)
i=1
Proof. By (5.7), we have

hz)=z-) (), dan, |z" (5.9)
m=2 i=L
Since f;(2) € Q(ay, a3, B1, A A, B) foreveryi = 1,2, ...v,

i mc, ¢k, m)a,,; < (B—-A)ay (5.10)

mn=2

Z’J: mCmd)(k,m) 2 diam,i
m=2 i=1

o0

=i d; Z mcmd)(k:m)am,i
m=2

i<l

<) dB-Aa =B-Ay (5.11)
i=1
Hence h(z) € Q(ay, a3, 1,4, A, B).
The theorem is completely proved.

Theorem 7. Let fi(z) = zand f,,(z) =z — % m (m=2) (5.12)

Then f(z) € Q(ay, a3, B1, A, A, B) if and only if it can be expressed as

0

f@ =Y pnfa@ (5.13)

m=1

where p,, =0 (m=1)and Z Uy = 1.

m=1

Proof. Let
Ry _ Y B-Maibm m
f(z)—mZ1 o fon (2) = 2 22 oy LA (5.14)
=| m=.

Then by Theorem 1, we have

(B=A)aipm mep¢pem)

mepm p(em)”  (B—A)aq
m=2
=) =1-p <1 (5.15)

m=2
Hence by Theorem 1, f(z) € Q(ay, @, B1, A, A, B).

Conversely, let f(z) defined by (1.6) belongs to the class Q(a4, a5, 81, 4, A, B). Then
(B—A)ay

"< o (m = 2) (5.16)
m ¢ (k,
hy = %am (m=>2), (5.17)
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and

m=1- z Hm-
m=2
The theorem is completely proved.

VI.  Radii of close-to-convexity, Starlikeness and Convexity
Theorem 8. Let the function f(z) defined by (1.6) be in the class Q(ay, a,, 81,4, A, B,p). Then f(z) is close-
to-convex of order p(0 < p < 1) in |z| < 1y (@, @3, By, A, A, B, p), where

inf [A=p)emd Gem)]H/m=1
r (g, @y Bu, A A, B, p) = n{% , (m > 2). 6.1)

The result is sharp for the function f(z) defined by (2.7).
Proof. We must show that

|f'(z) — 1| <1-—p for|z| <r(ay,a, B, A B, p)

If @—-1] <) may,lz™

m=2
Hence
lf@-1<1-pif
Z Toyamlzm T < 1. (6.2)
m=2

By Theorem 1, we have

c mepy, ¢ (k,m)
2 Goma; Om <L (6.3)
m=:

By (6.2) and (6.3), we have
_l |m -1 <mcm¢(k,m)
1-p) - (B-Aa
or
(A=p)em ¢ m) /™1
(B-A)ay
The theorem is completely proved.

lz] < (m=2). (6.4)

Theorem 9. Let the function f(z) defined by (1.6) be in the class Q(ay, a,, 81,4, 4, B), then f(z) is starlike of
order p(0 < p < 1) in|z| < ry(ay, ay, B1, 4, A, B, p), Where

) 1— m (k, ) 1/m—1
) (a]JQZJB]J/LA; B:p) = l;f % ’ (m = 2) (65)

The result is sharp for the function f(z) defined by (2.7).
Proof. It is sufficient to show that

Z;(S) B 1| <1-p forlzl] <n(ay,az p1,44B,p)
we have
Z 7rl_1)‘lm|2|rr171
lzf @ _ m=2
75 1| = :
1_2 ‘lm|Z|Tr171
m=2
Thus
zf (z) (2)
2 ~1<1-pif
(m—p)am|z|m 1
Z (1-9) =1 (6.6)

By using (6.3) and (6.6), we have
(m—p)lz|m 1 < mep ¢ (k,m)

1-9) - (B-4a
or

www.iosrjournals.org 70 | Page



On Certain Class Of Analytic Functions Involving Linear Operators

Iz < [(1—p>mcm¢(k.m> 1/m—1
~ L B-A(m—p)ay
The theorem is completely proved.

(m > 2). (6.7)

Corollary 1. Let the function f(z) defined by (1.6) be in the class Q(aq, a3, B1, 4, A, B), then f(z) is convex of
order p(0 < p <1)in|z| < r3(ay, ay, By, 4, A, B, p), where

_ inf [A=p)em ¢ k;m)|H/ M1 S
r3(ay, a5, 81,4, A,B,p) = m [—(m—p)(B—A)a1 , (m = 2). (6.8)
The result is sharp for the function f(z) defined by (2.7).
VII.  Properties involving Hadamard product

Let the function f;(z) (i =1,2,...v) defined by (5.1). The modified Hadamard product of f; (z) and
f>(2) is defined by

fixfh(@)=z—- Z A 1Oy 2Z™ (7.1)

m=2

Theorem 10. Let f;(z) € Q(a;, a3, 81,4 41,B;) and f,(z) € Q(a;, a3, B1, 4, A,,B,). Then the modified
Hadamard product f; = f,(2) is an element of Q(a,, ay, B1, A, {(ay, a3, By, A, A1, By, A5, By), 1). Where

_1_ 2a1(B1—-A1)(B2—42)
{(ar, a2, B1, 4, A1, By, A3, By) = 1 m{aq+A(m—1)}(1+B1)(1+B2)¢ (k,m)"

Proof. Employing the technique used earlier by Schit and Silverman[8], we need to find the largest
((alf(ZZr Blr /LAlp B1; Az, Bz) SUCh that

Z 2m{a; +Am—1)}¢ (m)
& 1-9ay

By Theorem 1, we have

A 10y < 1. (7.2)

- m(1+B1){a1+A1(m—-1)}¢ (k,m)

(B1—A1)ay m1 <1 (7'3)
m=2
and
m(1+B2){a1+A(m—1)}¢ (k,m) <1 (74)

(Bz—Az2)ay m2 =
m=2

From (7.3) and (7.4), by virtue of Cauchy-Schwarz inequality we obtain

O mag+Am—1)}¢ (kam)AFED 4B

=1 7.5
m=2 (B2—A2)(B1—A1)ay m (7.5)
Hence

(1-0v(A+B1)(1+B3)
Vam1m2 = T s B (7.6)
From (7.5) we have
V(B2—A42)(B1—A1)ay
Vm,10m2 S m{ay+1(m—1)}p (k,m)\(A+B1)(1+B2) .7
(7.2) will be satisfied if
v (B2—A2)(B1—A1)ay < (1-¢)y(1+B1)(1+B3)
m{ay+A(m—1)}¢p (k,m)y/(1+B1)(1+B2) ~ 2./(B2—A42)(B1—A1)
ie. (<1- 2a1 (B1—A1)(B2—43)
- m{a1+A(m—1)}(1+B1)(1+B2)¢ (k,m)
¢ is an increasing function for m = 2. Therefore. Settingm = 2 in (7.2)
(<1- a1(B1—-A1)(B2—-42)
- {a1+23(1+B1)(1+B2)¢ (k,2)

where
_ TB(al(az+k)
¢k, 2) = C(a)l(B1+k)
The result is sharp for the functions
. (B1—A1) 2
fi@) =z 2{a1+/1}(1+31)z '
and
L (Ba—4y) 2
f@) =2z 2{a1+)l}(1+BZ)Z '

The theorem is completely proved.
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