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#### Abstract

Recurrence sequence of bases can be used to construct number systems representations where algorithm of addition can be easily derived from definition of sequence.


Date of Submission: 13-11-2019
Date of Acceptance: 27-11-2019

## I. Introduction

Starting from A. Rènyi ${ }^{1}$ numerous mathematicians and computer scientists studied non-standard number systems with an algebraic number as base ${ }^{2,3,4,5,6,7}$. There are numerous fine and general results on computational properties such number systems. Here we try to show that slightly violating uniformity of base and transferring to linear systems ${ }^{7,8}$ we get easy algorithmically realizable number systems. This work was inspired by numerous works like referenced above and possibilities to set control isomorphic to overflows in such systems in parallel and distributed computing ${ }^{9,10}$. This work financially supported by the Russian Federation represented by Ministry of Education and Science (grant id: RFMEFI61319X0092).

## II. Basic definitions and known facts

Recurrence sequences defined here are a simple generalization of standard definition of linear recurrence sequences. The notion of linear numeration systems seems to be very poor studied and the term itself seems to be inadequate: exponential systems are a simple case of `linear`. Maybe recurrent systems would be more adequate name.

Definition 1 (Recurrence sequences) Infinite sequence is a function $a$ from integer numbers $\{i \in Z \mid L<i<U\}$ where $L=-\infty$ or $U=+\infty$ or both into (natural, integer, rational, algebraic, complex) numbers. Resp. they are called natural, integer and so on. Recurrence sequence such that all members excluding $a_{L}, \cdots, a_{L+k-1}$ if $L>-\infty$ or $a_{U-k+1}, \cdots, a_{U}$ if $U<+\infty$ satisfy a linear equation $a_{i+1}=c_{1} \cdot a_{i}+\cdots+c_{k} \cdot a_{i-k+1}$. If both $L=-\infty$ and $U=+\infty$ then sequence is full, if only $L=-\infty$ it is lower and if only $U=+\infty$ it is upper. Segments of members $a_{L}, \cdots, a_{L+k-1}$ in upper sequence and $a_{U-k+1}, \cdots, a_{U}$ in lower one are called initial data.

Usually numeration systems use exponential bases and there are some isolated examples of other bases, e.g. superexponential, factorial. Here we give a general notion of numeration system with fixed finite number of digits.

Definition 2 (Additive numeration systems) Let there is an infinite sequence of non-zero numbers such that holds $\left|a_{i}<a_{i+1}\right|$. Its members are called bases. Let there is a finite collection of digits D containing 0.A number $x$ is representable in system $\langle a, D\rangle$ when there is a sequence of digits $d_{i} \mathrm{I}$ such that $x=\sum_{i>l}^{i<u} d_{i} \cdot a_{i}$. If each (real, complex, rational, integer, natural) number is representable in $\langle a, D\rangle$ then system is full for that class of numbers. A system is adequate for (rational, integer, natural) numbers if each such number id representable with sequence of digits where only finite number of digits are non-zero. A numeration system is normalized if $a_{0}=1$. It has standard digits if they are consecutive integers $\{-k,-k+1, \cdots, 0,1, \cdots, l\}$.
Below we use term 'effective' to represent results valid in each notion of computability satisfying the demand that finite information on the result demands finite information about arguments (Brouwer's principle).

Example 1. There is an example of ancient additive systems dull foe positive reals and adequate for positive rational numbers: aliquote (or Egyptian) one ${ }^{11}$. The sequence of bases is infinite downwards:

$$
a_{-i}=\frac{1}{i} ; i \in(-\infty, 0)
$$

Digits are $\{0,1\}$.

Each rational positive number is finitely representable in such system and moreover in each lower segment of this system. This representation can be computed primitive-recursively. Each algebraic positive number is represented by primitive-recursive sequence of digits. There is a primitive recursive functional computing for every positive real numbers given by effective sequence of digit in some usual exponential system result of arithmetical operations on these numbers represented in the Egyptian system. This is somewhat striking because it is well known that arithmetical operations on real system in standard representation are noncomputable w.r.t. each notion of computability ${ }^{12}$.
All results for Egyptian representations are generalized for all numbers of corresponding type if we extend numbers to $\{-1,0,1\}$ or make each odd member of the bases sequence negative ${ }^{12}$.

Example 2. First system with unusual digits maybe is system of D.Knuth ${ }^{13}$. As a system with unusual sets of digits consider the system of C. Frougny ${ }^{14}$. He proposed the exponential system with base $\frac{p}{q}$. $p>q$ and numbers $\left\{0, \frac{1}{q}, \cdots, \frac{p-1}{q}\right\}$, All natural numbers are finitely representable in this system.

Definition 3. (Linear enumeration system) ${ }^{7}$ Linear enumeration system is a normalized additive system with standard digits where its bases are infinite upwards, start with 0 and form a recurrence sequence where all $c_{i}$ are non-negative natural numbers and initial conditions are
$a_{-k+1}=\cdots=a_{-1}=0 ; \quad a_{0}=1$.
These systems were studied very poorly from the practical point of view. Mathematicians interested in representation of reals ${ }^{7,8}$ but not every linear system is good for this purpose.
Example 3. Each exponential system can be viewed as linear one with generator $a_{i+1}=c_{1} \cdot a_{i}$. Here $c_{1}$ is usually called simply its base. The famous Fibonacci system ${ }^{15}$ is given by recurrent equality $a_{i+1}=1 \cdot a_{i}+$ $1 \cdot a_{i-1}$ and has digits $\{0,1\}$. Its direct generalizations n-bonacci ${ }^{16,17,18}$ systems are given by similar generators $a_{i+1}=1 \cdot a_{i}+\cdots+1 \cdot a_{i-n+1}$.
Generator $a_{i+1}=2 \cdot a_{i}-1 \cdot a_{i-1}$ forms system $\varphi$ with bases $1,2,3,4 \ldots$ Generator $a_{i+1}=3 \cdot a_{i}+2 \cdot a_{i-1}$ forms system $\beta$ with bases $1,3,11,39,150, \ldots$ Generator $a_{i+1}=5 \cdot a_{i}-6 \cdot a_{i-1}$ forms a suequence of bases $\alpha 23: 1,5,19,65 \cdots$

There is a simple result ${ }^{7}$ on sufficient set of digits for such systems.
Proposition 1. Each natural number is representable in a linear system with generating equation $a_{i+1}=c_{1}$. $a_{i}+\cdots+c_{k} \cdot a_{i-k+1}, c_{i}>0$ and set of digits $\{0,1, \cdots, C\}$. Here $C$ is the maximum of $c_{i}$. Each integer number is representable with set of digits $\{-l, \cdots, C-l, l<C\}$.

Proof. A trivial induction using greedy algorithm for search of a representation.
In each non-exponential recurrent numeration system the same number can have different representations.

## III. Addition in linear systems

One of crucial algorithmic questions to decide whether representation could be useful is possibility to perform various operations. Here we study problem how simply add numbers in a linear system.

The main problem to compute sum is to deal with 'overflows': parts of sums of two digits which induce additions in some places upper and lower the initial. In standard systems overflows go only up but in non-standard they spread in both directions.

Example 4. When we add two 1 in some place of Fibonacci systems then using equality
$2 \cdot a_{n}=a_{n+1}+a_{n-2}$
we have a ‘standard’ overflow going into next position and non-standard one going downwards two positions. In n -bonacci systems downward overflow go n positions deeper.

Theorem 1. Let in our generator all $c_{i} \geq c_{i+1}$.and are positive, Then we can add two digits having overflows going up to 1 position an equal to 1 and down no more than k positions and to be correct digits.
Proof. Consider $(C+1) \cdot a_{n}$. We can deal this overflow by the following transformations using recurrent equality:

$$
\begin{gathered}
(C+1) \cdot a_{n}=C \cdot a_{n}+a_{n}=a_{n+1}+a_{n}-c_{2} \cdot a_{n-1}-c_{3} \cdot a_{n-2}-\cdots-c_{k} \cdot a_{n-k+1}= \\
a_{n+1}+\left(c_{1}-c_{2}\right) \cdot a_{n-1}+\left(c_{2}-c_{3}\right) \cdot a_{n-2}+\cdots+\left(c_{k-1}-c_{k}\right) \cdot a_{n-k+1}+c_{k} \cdot a_{n-k} .
\end{gathered}
$$

According to monotony of $c_{i}$ all delegated downward overflows are small and positive. According to terminology used in theory of parallel addition for exponential systems we have local function with memory 1 and anticipation $k$ ( $i$-th 'digit' of the sum is computed using $k$ upper results and 1 result below).

Of course these overflows can induce new overflows. Downwards progressing overflows are evaporated in the worst case by going into digits with negative positions where according to initial conditions $a_{i}=0$.Thus we have easily automatically generated algorithm of addition. It demands $L \cdot n^{2}$ elementary additions of digits where $n$ is number of digits in arguments. A constant $L$ can be computed by bilinear form $C$ and $k$. Because this trivial algorithm can be optimized we will not compute a constant for it. This algorithm can be computed as partially parallel but stages of pervasive overflows are to be processed consequently.

Now we give two examples what can happen if our conditions are violated.
Example 5. Consider the system $\beta$ from Example 3 with $a_{i+1}=3 \cdot a_{i}+2 \cdot a_{i-1}$. Then we have the following rule for addition: $4 \cdot a_{n}=a_{n+1}+a_{n-1}+2 \cdot a_{n-2}$. For system $a_{i+1}=2 \cdot a_{i}+3 \cdot a_{i-1}$ we get $4 \cdot a_{n}=a_{n+1}+2 \cdot a_{n}-3 \cdot a_{n-1}=a_{n+1}+a_{n-1}+6 \cdot a_{n-2}$ and overflow is out of digit diapason. If we violate demands of positivity then there can be more severe things. For example consider $a_{i+1}=3 \cdot a_{i}-2 \cdot a_{i-1}$. Here we get $4 \cdot a_{n}=a_{n+1}+5 \cdot a_{n-1}-2 \cdot a_{n-2}$.

Nevertheless in some cases violating do not lead to severe consequences. Consider system $\varphi$ from Example 2.

## Here

$2 \cdot a_{n}=a_{n+1}+\cdot a_{n}+a_{n-1}$. This is because of algebraic properties of recurrence sequences ${ }^{19}$. At XIX century P. L. Chebyshev et al. investigated them thoroughly and proved the following. Let Ch be so called characteristic equation $x^{k}-c_{1} \cdot x^{k-1}-c_{2} \cdot x^{k-2}-\cdots-c_{k}=0$. If its roots $\delta_{i}$ are all different then we have $a_{n}=$ $\sum_{i=1}^{k} B_{i} \cdot \delta_{i}^{n}$. Here constants $B_{i}$ are solutions of the linear system

$$
\left\{\begin{array}{c}
B_{1}+\cdots+B_{k}=1 \\
B_{1} \cdot \delta_{1}^{-i}+\cdots+B_{k} \cdot \delta_{k}^{-i}=0 \\
(i=1 \cdots k-1)
\end{array}\right.
$$

If there are m equal to $\delta_{j}$ roots then the corresponding member of the sum is $P_{m}(i) \cdot \delta_{j}^{n}$ where $P_{m}(i)$ is polynomial of power m . We can see that characteristic equation for $\varphi$ is simply $(x-1)^{2}=0$.

For system $\beta$ we have the characteristic equation $x^{2}-3 \cdot x-2=0$ and its members are

$$
a_{n}=\frac{1}{\sqrt{11}} \cdot\left(\left(\frac{3}{2}+\frac{\sqrt{11}}{2}\right)^{n}-\left(\frac{3}{2}-\frac{\sqrt{11}}{2}\right)^{n}\right)
$$

You can see that this theoretically valuable representation is almost useless for practical computations. It shows that recurrent number systems can be in some sense considered as composition of several exponential systems. Thus the main related works are on exponential systems with algebraic base.

## IV. Connections with related works

There is a stream of works on number system with an algebraic base. The main problem here is how to compute addition.
The general characteristic of systems where addition can be computed using only a local segment of digits for each elementary step is the following ${ }^{20}$.
A complex number $\beta,|\beta|>1$, has the strong representation of zero property if

$$
0=b_{k} \cdot \beta^{k}+\cdots+b_{1} \cdot \beta+b_{0}+b_{-1} \cdot \beta^{-1}+\cdots+b_{-h} \cdot \beta^{-h}
$$

where $b_{0}>2 \cdot \sum_{i \neq 0}\left|b_{i}\right|$. Then there is an algorithm for addition in the system with base $\beta$ taking into account memory $k$ and anticipation $h$.
So slightly violating demand of uniformity of bases we get an easier for practical application number representations.

## V. Conclusion

Further problems include optimized algorithms of addition in linear systems and their extension onto real numbers.
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