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ABSTRACT: In this article, Modified Euler’s Method and Runge-Kutta Methods have been used to find the numerical solutions of ordinary differential equations with initial value problems. By using MATLAB we determined the solutions of some numerical problems and at the same time calculated the exact analytic solution. Then, the numerical approximate solutions were compared with the exact solutions for validating the accuracy. We found that, the solution become more precise when the step size is very small. Here, the difference between the numerical approximate solutions and analytic solutions is the relative error. We found that, between the two proposed methods the relative error is nominal for Runge-Kutta fourth order method.
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I. Introduction

Differential Equations are of great help for solving complex mathematical problems in almost every section of Engineering, Science and Mathematics. In mathematics a number of real problems arise in the form of differential equations. These differential equations are either in the form of ordinary differential equation or partial differential equation. Usually, most of the problems which are modeled by these differential equations are so complicated that it is hard to determine the exact solution and one of two approaches is taken to approximate the solution. The first technique we will use is reducing the differential equations into a form which can be solved exactly and the results can be used to approximate the solution of the original problems. Another technique that we will use in this article is the approximation method which gives a more perfect result and less relative error. To solve those mathematical problems where it is very difficult or nearly impossible to determine the exact solution, numerical methods are used. Only a limited number of differential equations can be solved analytically. The solutions of a large number of differential equations cannot be determined using the familiar analytical methods. So in these cases we need to apply numerical methods to solve a differential equation under certain initial restriction or restrictions. To find the solution of initial value problem of ordinary differential equations there are a number of numerical methods. In this research paper we will present two numerical methods such as Modified Euler’s method and Runge-Kutta method to find the solution of initial value problems for ordinary differential equations.

From the literature review analysis, we can understand that a number of works have been performed to find the numerical solutions of initial value problems by using Modified Euler’s method and Runge-Kutta method. Also, to determine high correctness, various authors attempted to solve initial value problem by using Modified Euler’s method and Runge-Kutta method. In1 the author described how to find the accurate solutions of initial value problems for ordinary differential equation by using Runge-Kutta fourth order method. In2-5 the authors suggested some numerical methods to solve initial value problems for ordinary differential equations. Also,6-10 studied a variety of numerical methods for finding the solutions of initial value problems for ordinary differential equations. In this paper, Euler modified method and Runge Kutta method are to solve initial value problems of ordinary differential equations without any alteration, discretization or limiting assumptions. The Runge Kutta method is the most commonly used numerical method as it gives consistent initial values and is also very suitable when calculation of higher derivatives are very complicated. The numerical outcomes are very positive. To finalize, for validating the anticipated formula couple of examples which includes different kinds of ordinary differential equations are given. The solutions of each examples illustrates that the convergence and error analysis which are performed demonstrate the effectiveness of the methods. In the case of Euler modified method it is less convenient to find the solution of the differential equation numerically since it requires h to be very small for finding logical accuracy. In Runge-Kutta method, it is not required to find the derivatives of the superior order and the method also has the advantage of needing the functional values at some
preferred points on the sub-interval thus providing better accuracy. We found that in case of Euler modified method very small step size converges to analytical solution and thus larger number of approximations is required. On the other hand, the results found in Runge Kutta method converges closer to analytical solution and it needs less iteration to give accurate solutions.

II. Problem Formulation

In this segment we consider three numerical methods for obtaining the numerical solutions of the initial value problem (IVP) of the first-order ordinary differential equation is of the form

\[ y' = f(x, y(x)), x(x_0, x_n), y(x_0) \]

(1)

where \( y' = \frac{dy}{dx} \) and \( f(x, y(x)) \) is the given function and \( y(x) \) is the solution of the equation (1). In this article, we find the solution of this equation on a finite interval \((x_0, x_n)\), starting with the initial point \( x_0 \). A continuous approximation to the solution \( y(x) \) will not be obtained; instead, approximations to \( y \) will be generated at various values, called mesh points, in the interval \((x_0, x_n)\). Numerical methods employ the Equation (1) to obtain approximations to the values of the solution corresponding to various selected values of the solution corresponding to different selected values of \( x \), \( n = 0, 1, 2, … \). The parameter \( h \) is called the step size. The numerical solution of (1) is given by a set of points \{(x_n, y_n): n = 0, 1, 2, 3, … n} and each point \((x_n, y_n)\) is an approximation to the corresponding point \((x_n, y(x_n))\) on the solution curve.

2.1 Modified Euler Method

In this method the curve in the interval \((x_0, x_1)\) where \( x_1 = x_0 + h \) is approximated by the line through \((x_0, y_0)\) with the slope \( f(x_0 + \frac{h}{2}, y_0 + \frac{h}{2} f(x_0, y_0)) \) which is the slope as the middle point whose abscissa is average of \( x_0 \) and \( x_1 \). A generalized form of Euler’s Modified formula is

\[ y_{n+1} = y_n + hf\left(x_n + \frac{h}{2}, y_n + \frac{h}{2} f(x_n, y_n)\right) \]

2.2 Runge-Kutta Method

This method was devised by two German mathematicians, Runge about 1894 and extended by Kutta a few years later. The Runge-Kutta method is most familiar because it is pretty accurate, steady and simple to program. This method is notable by their order in the logic that they concur with Taylor’s series solution up to terms of \( h^2 \) where \( r \) is the order of the method. It do not require previous computational of higher derivatives of \( y(x) \) as in Taylor’s series method. The fourth order Runge-Kutta method (RK4) is broadly used for solving initial value problems (IVP) for ordinary differential equation (ODE). The general formula for Runge-Kutta method is

\[ y_{n+1} = y_n + (k_1 + 2k_2 + 2k_3 + k_4)/6 \quad n = 0, 1, 2, … \]

\[ k_1 = hf(x_0, y_0) \]

\[ k_2 = hf(x_0 + \frac{h}{2}, y_0 + \frac{k_1}{2}) \]

\[ k_3 = hf(x_0 + \frac{h}{2}, y_0 + \frac{k_2}{2}) \]

\[ k_4 = hf(x_0 + h, y_0 + k_3) \]

III. Error Analysis

There exist two kinds of errors in numerical solution of ordinary differential equations. Round-off errors and Truncation errors happen when ordinary differential equations are solved numerically. Rounding errors initiate from the verity that computers can only characterize numbers using a fixed and restricted number of important figures. Thus, such numbers cannot be represented accurately in computer memory. The inconsistency introduced by this restriction is call Round-off error. Truncation errors in numerical study occur when approximations are used to determine a number of quantities. The exactness of the solution will rely on how miniature we make the step size, \( h \). A numerical method is said to be convergent if

\[ \lim_{h \to 0} \max_{1 \leq n \leq N} |y(x_n) - y_n| \]

where \( y(x_n) \) denotes the approximate solution and \( y_n \) denotes the exact solution. In this work we consider two initial value problems to examine accuracy of the proposed methods. The Approximated solution is determined by using MATLAB software for three proposed numerical methods at different step size. The maximum error is defined by
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\[ E_R = \lim_{h \to 0} max_{|x| \leq h} |y(x) - y_n| \]

**IV. Numerical Examples**

In this section we consider two numerical examples to verify which numerical methods converge faster to analytical solution. Numerical solutions and errors are computed.

**Example 1:** We consider the initial value problem \( y''(x) = x^2 + xy, \ y(0) = 1 \) on the interval \(0 \leq x \leq 1.\) Then the exact solution of the given problem is as \( y(x) = \frac{e^{x^2}}{\sqrt{e^x} - 1} \) The approximate solutions and maximum errors are obtained and shown in tables 1(a)-(d).

**Table 1** (a) Numerical approximations and maximum errors for step; size \( h=0.1; \) (b) Numerical approximations and maximum errors for step size \( h=0.05; \) (c) Numerical approximations and maximum errors for step size \( h=0.025; \) (d) Numerical approximations and maximum errors for step size \( h=0.0125; \)

<table>
<thead>
<tr>
<th>Table 1(a)</th>
<th>Numerical approximations and maximum errors for step; size ( h=0.1; )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Er</strong></td>
<td><strong>Runge-Kutta Method</strong></td>
</tr>
<tr>
<td>1.0052500000000000</td>
<td>9.65218E-05</td>
</tr>
<tr>
<td>1.0022661437596000</td>
<td>0.000227819</td>
</tr>
<tr>
<td>1.0547835025468888</td>
<td>0.000408114</td>
</tr>
<tr>
<td>1.0146462546534985</td>
<td>0.000998415</td>
</tr>
<tr>
<td>1.273209738455457</td>
<td>0.001469256</td>
</tr>
<tr>
<td>1.4018711726604061</td>
<td>0.00171911</td>
</tr>
<tr>
<td>1.36878871940345</td>
<td>0.000308966</td>
</tr>
<tr>
<td>1.78242692401787</td>
<td>0.002349227</td>
</tr>
<tr>
<td>2.053477058073025</td>
<td>0.00593047</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 1(b)</th>
<th>Numerical approximations and maximum errors for step size ( h=0.05; )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Er</strong></td>
<td><strong>Runge-Kutta Method</strong></td>
</tr>
<tr>
<td>1.0052500000000000</td>
<td>9.65218E-05</td>
</tr>
<tr>
<td>1.0226614375960000</td>
<td>0.000227819</td>
</tr>
<tr>
<td>1.0547835025468888</td>
<td>0.000408114</td>
</tr>
<tr>
<td>1.0146462546534985</td>
<td>0.000998415</td>
</tr>
<tr>
<td>1.273209738455457</td>
<td>0.001469256</td>
</tr>
<tr>
<td>1.4018711726604061</td>
<td>0.00171911</td>
</tr>
<tr>
<td>1.36878871940345</td>
<td>0.000308966</td>
</tr>
<tr>
<td>1.78242692401787</td>
<td>0.002349227</td>
</tr>
<tr>
<td>2.053477058073025</td>
<td>0.00593047</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 1(c)</th>
<th>Numerical approximations and maximum errors for step size ( h=0.025; )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Er</strong></td>
<td><strong>Runge-Kutta Method</strong></td>
</tr>
<tr>
<td>1.005340437370808</td>
<td>0.0003465216505684</td>
</tr>
<tr>
<td>1.002267002084634</td>
<td>1.4417E-05</td>
</tr>
<tr>
<td>1.055169062390791</td>
<td>2.59975E-05</td>
</tr>
<tr>
<td>1.015257398011213</td>
<td>2.0149E-05</td>
</tr>
<tr>
<td>1.176910674034579</td>
<td>6.4207E-05</td>
</tr>
<tr>
<td>1.274580653574121</td>
<td>9.4924E-05</td>
</tr>
<tr>
<td>1.403580946372971</td>
<td>0.001353424</td>
</tr>
<tr>
<td>1.571915691331297</td>
<td>0.00196201</td>
</tr>
<tr>
<td>1.786831271732697</td>
<td>0.00277542</td>
</tr>
<tr>
<td>2.059017518076531</td>
<td>0.00590247</td>
</tr>
</tbody>
</table>

| Table 1(d) | Numerical approximations and maximum errors for step size \( h=0.0125; \) |
Example 2: We consider the initial value problem $y' = x^2 - xy, y(0) = 1$ on the interval $0 \leq x \leq 1$. The exact solution of the given problem is $y(x) = \frac{2e^{-x^2}}{\sqrt{2\pi}} erf\left(\frac{x}{\sqrt{2}}\right) + 1$.

The approximate solutions and maximum errors are obtained and shown in the table.

<table>
<thead>
<tr>
<th>Method</th>
<th>ER</th>
<th>ER</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euler’s Modified</td>
<td>0.000909872</td>
<td>0.9135087932</td>
<td>0.913509127898782</td>
</tr>
<tr>
<td>Runge-Kutta Method</td>
<td>0.849218518702443</td>
<td>0.730884027785085</td>
<td>0.730884122317657</td>
</tr>
<tr>
<td>Exact Solution</td>
<td>0.000196201</td>
<td>0.0001803167</td>
<td>0.000180045</td>
</tr>
<tr>
<td>(c) Numerical approximations and maximum errors for step size $h=0.05$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>ER</th>
<th>ER</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euler’s Modified</td>
<td>0.00029504</td>
<td>0.913509121376563</td>
<td>0.913509127898782</td>
</tr>
<tr>
<td>Runge-Kutta Method</td>
<td>0.8492185084888676</td>
<td>0.730884027785085</td>
<td>0.730884122317657</td>
</tr>
<tr>
<td>Exact Solution</td>
<td>0.000196201</td>
<td>0.0001803167</td>
<td>0.000180045</td>
</tr>
</tbody>
</table>

2(c) Numerical approximations and maximum errors for step size $h=0.025$.

<table>
<thead>
<tr>
<th>Method</th>
<th>ER</th>
<th>ER</th>
<th>ER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euler’s Modified</td>
<td>0.000229504</td>
<td>0.913509127679532</td>
<td>0.913509127898782</td>
</tr>
<tr>
<td>Runge-Kutta Method</td>
<td>0.8492185084888676</td>
<td>0.730884027785085</td>
<td>0.730884122317657</td>
</tr>
<tr>
<td>Exact Solution</td>
<td>0.000196201</td>
<td>0.0001803167</td>
<td>0.000180045</td>
</tr>
</tbody>
</table>
2(d): Numerical approximations and maximum errors for step size h=0.0125;

<table>
<thead>
<tr>
<th>Euler’s Modified Method</th>
<th>Runge-Kutta Method</th>
<th>Exact Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>ER</td>
<td>ER</td>
<td></td>
</tr>
<tr>
<td>0.9135226 4673271</td>
<td>1.35188E-05</td>
<td>0.9135091278869912</td>
</tr>
<tr>
<td>0.849238872455001</td>
<td>2.03533E-05</td>
<td>0.849218518679586</td>
</tr>
<tr>
<td>0.80814070607129</td>
<td>2.36981E-05</td>
<td>0.8081823397921255</td>
</tr>
<tr>
<td>0.767808764295526</td>
<td>2.57181E-05</td>
<td>0.7677835860871474</td>
</tr>
<tr>
<td>0.744713535453644</td>
<td>2.5655E-05</td>
<td>0.7446897003930565</td>
</tr>
<tr>
<td>0.73091999935655</td>
<td>2.55972E-05</td>
<td>0.7308884026823441</td>
</tr>
<tr>
<td>0.725276562956256</td>
<td>2.52637E-05</td>
<td>0.7252512991670991</td>
</tr>
<tr>
<td>0.727051884359835</td>
<td>2.47981E-05</td>
<td>0.7270270861045542</td>
</tr>
<tr>
<td>0.735767867647858</td>
<td>2.42791E-05</td>
<td>0.7357435884242071</td>
</tr>
<tr>
<td>0.75116401009758</td>
<td>2.37482E-05</td>
<td>0.7511403518295811</td>
</tr>
</tbody>
</table>

V. Discussion Of Results

The results which are obtained shown in Tables 1(a)-(d) and Tables 2(a)-(d). The numerical approximate solution is calculated with step sizes 0.1, 0.05, 0.025 and 0.0125 and utmost errors also are evaluated at particular step size. From the tables for each technique we state that a numerical solution converges to the accurate solution if the step size leads to decreased errors such that in the limit when the step size to zero the errors also tends to zero. We saw that the Euler method, Euler modified method iterations using the step size 0.1 and 0.05 didn’t converge to exact solution but for step size 0.025 and 0.0125 converge gradually to exact solution. Also we observed that the Runge-Kutta approximations for same step size converge firstly to exact solution. This shows that the small step size gives the improved estimation. The Runge-Kutta method of order four requires four evaluations per step, so it should give more accurate results in compare with Euler method, Euler modified method with one-fourth the step size if it is to be superior. Lastly we observed that the fourth order Runge-Kutta method is converging quicker than the Euler method, Euler modified method and it is the best efficient method for solving initial value problems for ordinary differential equations.

VI. Conclusion

In this paper, Euler improved, Euler modified method and Runge-Kutta method are used for solving ordinary differential equation (ODE) in initial value problems (IVP). Finding more accurate results needs the step size smaller for all methods. From the figures we can see the accuracy of the methods for decreasing the step size h. The numerical solutions obtained by the three proposed methods are in good agreement with exact solutions. Comparing the results of the three methods under investigation, we observed that the rate of convergence of Euler improved, Euler modified method is O(h) and the rate of convergence of fourth-order Runge Kutta method is O(h^4). The improved Euler modified method was found to be less accurate due to the inaccurate numerical results that were obtained from the approximate solution in comparison to the exact solution. From the study the Runge-Kutta method was found to be generally more accurate and also the approximate solution converged faster to the exact solution when compared to the Euler improved. Euler modified method. It may be concluded that the Runge Kutta method is powerful and more efficient in finding numerical solutions of initial value problems (IVP).
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