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Abstract: In this paper, the study seeks to introduce the concept of statistical order convergence and statistically relatively uniform convergence in Riesz spaces of double sequences. Which is an extension of that of recently introduced for single sequences. We shall also give the analogous definitions of statistical order convergence, statistically relatively uniform convergence and norm statistical convergence of double sequences. Finally, we shall explore and establish some inclusion relations among these concepts.
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I. Introduction

The first idea of statistical convergence goes back to Zygmund monograph (1952), where Zygmund called it almost convergence. The concept of statistical convergence was formally introduced by Steinhaus (1951) and Fast (1951) independently and later reintroduced by Schoenberg (1959). Statistical convergence as a generalization of the usual notion of convergence has attracted much attention since it was introduced over sixty years ago. This concept has been applied in various areas such as number theory and probability theory. Furthermore, generalizations have appeared in Hausdorff topological spaces and functions spaces, locally convex space and Banach spaces.

The concepts of order convergence and relatively uniform convergence are two fundamental concepts and basic tools in the study of Riesz spaces. The two big books Luxemburg and Zaanen (1971) and Zaanen (1983) present a good detailed investigation of these two concepts. Sencimenad Pehlivan (2012) introduced the concepts of statistical order convergence which is a natural generalization of order convergence. Meanwhile some basic definitions and results are established. Ercan (2009) introduced the notion of statistically relatively u-uniformly convergent sequences in Riesz spaces, which is a statistical analogue of u-uniform convergence sequence.

Xue and Tao (2018) recently introduced the concept of statistical order convergence and statistically relatively uniform convergence in Riesz spaces and established inclusion relations between these two concepts. In this paper, we shall further introduced the concept of statistical order convergence and statistically relatively uniform convergence in Riesz spaces of double sequences and explore some inclusion relations in these concepts of double sequences.

Notations: throughout this paper, \(\mathbb{N}\) will denote the set of all positive integers and \(\mathbb{R}\) will denote the set of real numbers. Let \(E\) be a Riesz space and the set of all positive elements of \(E\) is denoted by \(E_+\). Let \((x_{m,n})_{m,n\in \mathbb{N}}\) be a double sequence in a Riesz space \(E\). If \((x_{m,n})_{m,n\in \mathbb{N}}\) is increasing (decreasing), we shall write \(x_{m,n}\uparrow (x_{m,n}\downarrow)\). If moreover, \(\sup_{m,n\in \mathbb{N}}x_{m,n} = x\) (\(\inf_{m,n\in \mathbb{N}}x_{m,n} = x\) exist), then we denote this by \(x_{m,n}\uparrow x\) (\(x_{m,n}\downarrow x\)). Given a double sequence \((x_{m,n})_{m,n\in \mathbb{N}}\) in a normed Riesz space \(E\) and an infinite subset \(A \subseteq \mathbb{N}\), we say that \((x_{m,n})_{m,n\in \mathbb{N}}\) converges in norm to \(x \in E\) along \(A\) if, for every \(\epsilon > 0\), there exists a natural number \(N\) such that for each \(m, n > N, m, n \in A\) we have \(\|x_{m,n} - x\| < \epsilon\). We denote this by \(\lim_{m,n\in \mathbb{N}\cap A}x_{m,n} = x\). If a double sequence \((x_{m,n})_{m,n\in \mathbb{N}}\) in a Riesz space \(E\) satisfies property \(P\) for all \(m, n\) except a natural density zero, then we say that \((x_{m,n})_{m,n\in \mathbb{N}}\) satisfies property \(P\) for almost all \(m, n\) following the concept of Friddy (1985) we abbreviate this by \(a.a.m.n\). A Riesz space \(E\) is called a Dedekind \(\sigma\)-complete if every nonempty finite or countable subset which is order bounded from above has a supremum and every nonempty finite or countable subset which is order bounded from below has an infimum.
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II. Statistically Relatively Uniform Convergence of Double Sequence

Let $E$ be a Riesz space and let $\mu \in E_+$. A double sequence $(x_{m,n})_{m,n \in \mathbb{N}}$ in $E$ is said to converge $\mu$-uniformly to $x \in E$ whenever, for every $\epsilon > 0$, there exists a natural number $N$ such that $|x_{m,n} - x| \leq \epsilon \mu$ holds for all $m,n \geq N$. We denote this by $x_{m,n} \xrightarrow{\mu_{12}} x(\mu)$. It is said that the double sequence $(x_{m,n})_{m,n \in \mathbb{N}}$ in $E$ converges relatively uniformly to $x$ whenever $(x_{m,n})_{m,n \in \mathbb{N}}$ converges to $x$ for some $\mu \in E_+$. We shall write $x_{m,n} \xrightarrow{\text{st}} x(\mu)$.

It should be noted, that in an Archimedean space $E$, a double sequence $x_{m,n} \xrightarrow{\mu_{12}} x(\mu)$ if and only if there exists a double sequence $(\epsilon_{m,n})_{m,n \in \mathbb{N}}$ of positive real with $\epsilon_{m,n} \downarrow 0$ such that $|x_{m,n} - x| \leq \epsilon_{m,n} \mu$ for all $m,n \in \mathbb{N}$.

We now, give the definition of $\mu$-uniformly convergent double sequences in Riesz spaces as follows:

**Definition 2.1:** Let $E$ be a Riesz space and $\mu \in E_+$. A double sequence $(x_{m,n})_{m,n \in \mathbb{N}}$ in $E$ is said to be statistically $\mu$-uniformly convergent to $x$ in $E$ if

$$\lim_{m,n \to \infty} \frac{1}{m,n} \left| \left( j,k: j \leq m, k \leq n, \left( |x_{j,k} - x| - \epsilon \mu \right) > 0 \right) \right| = 0$$

For each $\epsilon > 0$. Equivalently, $|x_{m,n} - x| \leq \epsilon \mu$ a.a.m. for each $\epsilon > 0$. We write $x_{m,n} \xrightarrow{\text{st}} x(\mu)$. We say that a double sequence $(x_{m,n})_{m,n \in \mathbb{N}}$ in $E$ converges statistically relatively uniformly to $x$ provided that $x_{m,n} \xrightarrow{\text{st}} x(\mu)$ for all $\mu \in E_+$. We write $x_{m,n} \xrightarrow{\text{st}} x(\mu)$.

The following lemma about sets of natural density is the key to establishing many results regarding statistically convergent of double sequences.

**Lemma 2.1:** Let $\{A_{i,j}\}_{i,j \in \mathbb{N}}$ be a countable collection of subsets of $\mathbb{N}$ such that $\delta(A_{i,j}) = 1$ for each $i,j \in \mathbb{I}$. Then there is a subset $A \subseteq \mathbb{N}$ such that $\delta_2(A) = 1$ and $|A \setminus A_{i,j}| < \infty$ for all $i,j \in \mathbb{I}$.

**Theorem 2.1:** Let $E$ be an Archimedean Riesz space and $\mu \in E_+$. The following are equivalent for a double sequence $(x_{m,n})_{m,n \in \mathbb{N}}$ in $E$ and $x \in E$:

1. $x_{m,n} \xrightarrow{\text{st}} x(\mu)$
2. There exist a double sequence $(\epsilon_{m,n})_{m,n \in \mathbb{N}}$ of positive reals with $\epsilon_{m,n} \downarrow 0$ such that $|x_{m,n} - x| \leq \epsilon_{m,n} \mu$, a.a.m., $n$.

**Proof:**

1. $\Rightarrow$ (2). Suppose that $x_{m,n} \xrightarrow{\text{st}} x(\mu)$. For each $j,k \in \mathbb{N}$, we set

$$A_{j,k} = \{(m,n) \in \mathbb{N} \times \mathbb{N} : |x_{m,n} - x| \leq \frac{\epsilon}{f_{j,k}} \mu \}$$

Then $\delta_2(A_{j,k}) = 1$ and $A_{j,k} \supseteq A_{j+1,k+1}$ for each $j,k \in \mathbb{N}$.

Let $E_\mu$ be the principal ideal generated by the singleton $\{\mu\}$. We define $\|x\|_\mu = \inf \{\lambda > 0 : |x| \leq \lambda \mu \}$ for each $x \in E_\mu$. Then $\|\cdot\|_\mu$ is a lattice norm on $E_\mu$ and $|x| \leq \|x\|_\mu \mu$ for all $x \in E_\mu$.

By lemma 2.1, we get a subset $A \subseteq \mathbb{N}$ such that $\delta_2(A) = 1$ and $|A \setminus A_{j,k}| < \infty$ for all $j,k \in \mathbb{N}$.

Claim: $\lim_{m,n \to \infty} \frac{1}{m,n} \|x_{m,n} - x\|_\mu = 0$.

Indeed, for every $\epsilon > 0$, we choose $f_{j,k} \in \mathbb{N}$ with $\frac{1}{f_{j,k}} < \epsilon$. We set $N = \max_{m,n \in A \setminus A_{j,k}} m,n$. Then for each $m,n > N$, $m,n \in A$, we have

$$\|x_{m,n} - x\|_\mu \leq \frac{1}{f_{j,k}} < \epsilon$$

Let $A \cap A_{11} = \{j,k : j,k \in \mathbb{N}\}$. Then $\delta(A \cap A_{11}) = 1$.

We let $\epsilon_{m,n} = \sup_{j,k > m,n} \|x_{j,k} - x\|_\mu$. Then $\epsilon_{m,n} \downarrow 0$ and

$$\|x_{j,k} - x\|_\mu \leq \epsilon_{m,n} \mu$$

provided that $m,n \downarrow 0$ and

$$\|x_{j,k} - x\|_\mu \leq \epsilon_{j,k} \mu = \epsilon_{j,k} \mu$$

where $k_0 = 0$. Then $\epsilon_{m,n} \downarrow 0$ and

$$\|x_{j,k} - x\|_\mu \leq \epsilon_{j,k} \mu$$

This implies $\delta_2((m,n) \in \mathbb{N} \times \mathbb{N} : |x_{m,n} - x| \leq \epsilon_{m,n} \mu) = 1$. Hence

$$\delta_2((m,n) \in \mathbb{N} \times \mathbb{N} : |x_{m,n} - x| \leq \epsilon_{m,n} \mu) = 1.$$
(2) ⇒ (1). Let \((\epsilon_{m,n})_{m,n\in\mathbb{N}}\) be the double sequences of positive reals as stated (2). Let \(K = \{(m, n) \in \mathbb{N} \times \mathbb{N}: x_{m,n} - x \leq \epsilon_{m,n}\} \) and \(\epsilon > 0\). Choose \(k_0, \epsilon_0\) with \(\epsilon_0, k_0 < \epsilon\). Then, for \(m, n \in K\) and \(m > 0\) and \(n > k_0\) we have
\[
|x_{m,n} - x| \leq \epsilon_{m,n} \mu \leq \epsilon_{j_0,k_0} \leq \epsilon \mu
\]
Since
\[
\delta_2(\{(m, n) \in K \times K: m > j_0, n > k_0\}) = 1,
\]
we get
\[
\delta_2(\{(m, n) \in \mathbb{N} \times \mathbb{N}: |x_{m,n} - x| \leq \epsilon \mu\}) = 1.
\]
This completes the proof.

Note that a subsequence of statistically relatively uniform convergent need not be statistically relatively uniformly convergent and a statistically relatively uniform convergent of double sequence need not be relatively uniformly convergent. These facts can be seen in the following easy example.

**Example 2.1:** Let \((x_{m,n})_{m,n\in\mathbb{N}}\) be a double sequence in \(\mathbb{R}\) defined by
\[
x_{m,n} = \begin{cases} 
    mn, & \text{if } m, n = j^2, k^2 \ (j, k \in \mathbb{N}) \\
    1/mn, & \text{otherwise}
\end{cases}
\]
Then, \(x_{m,n} \overset{\text{st}}{\rightarrow} 0\) a.a.m.n and hence, by theorem 2.1, we have \(x_{m,n} \overset{\text{st}}{\rightarrow} 0\), but, it is obvious that the subsequence \((x_{m,n})_{m,n\in K}\) of \((x_{m,n})_{m,n\in\mathbb{N}}\), where \(K = \{j^2, k^2: j, k \in \mathbb{N}\}\), is not statistically relatively uniform convergent. Since the sequence \((x_{m,n})_{m,n\in\mathbb{N}}\) is not order bounded, \((x_{m,n})_{m,n\in\mathbb{N}}\) is not relatively uniformly convergent.

**Remark 2.1:** statistically relatively uniform convergence is stable that is if \(x_{m,n} \overset{\text{sr u}}{\rightarrow} 0\), then there exists a double sequence \((\lambda_{m,n})_{m,n\in\mathbb{N}}\) of reals with \(0 \leq \lambda_{m,n} \uparrow \infty\) such that \(\lambda_{m,n} x_{m,n} \overset{\text{sr u}}{\rightarrow} 0\). Indeed, there exist \(\mu \in E_+\) and a double sequence \((\epsilon_{m,n})_{m,n\in\mathbb{N}}\) of reals with \(\epsilon_{m,n} \downarrow 0\) such that \(\epsilon_{m,n} \mu \leq \epsilon m, n\). a.a.m.n.

That is
\[
\frac{1}{\sqrt[m]{\epsilon_{m,n}}} |x_{m,n}| \leq \frac{1}{\sqrt[m]{\epsilon_{m,n}}} \mu, \text{ a.a.m.n.}
\]
Hence,
\[
\frac{1}{\sqrt[m]{\epsilon_{m,n}}} x_{m,n} \overset{\text{sr u}}{\rightarrow} 0.
\]
We give another useful characterization of statistically \(\mu\)-uniform convergence.

**Theorem 2.2.** Let \(E\) be an Archimedean Riesz space and \(\mu \in E_+\). The following are equivalent for a double sequence \((x_{m,n})_{m,n\in\mathbb{N}}\) in \(E\) and \(x \in E\).

1. \(x_{m,n} \overset{\text{st}}{\rightarrow} x(\mu)\)
2. There exists a subset \(K = \{j_p, k_q: p, q \in \mathbb{N}\}\) of \(\mathbb{N}\) with \(\delta_2(K) = 1\) such that \(x_{j_p,k_q} \overset{\text{st}}{\rightarrow} x(\mu)\).
3. There exists a double sequence \((y_{m,n})_{m,n\in\mathbb{N}}\) in \(E\) such that \(x_{m,n} \overset{\text{a.a.m.n.}}{\rightarrow} y_{m,n}\) and \(y_{m,n} \overset{\text{st}}{\rightarrow} x(\mu)\).

**Proof:** the implication (1) ⇒ (2) follows from theorem 2.1.

(2) ⇒ (3) Assume that there exist a subset \(K = \{j_p, k_q: p, q \in \mathbb{N}\}\) of \(\mathbb{N}\) with \(\delta_2(K) = 1\) such that \(x_{j_p,k_q} \overset{\text{st}}{\rightarrow} x(\mu)\). then there exist a double sequence \((\epsilon_{p,q})_{p,q\in\mathbb{N}}\) of positive reals with \(\epsilon_{p,q} \downarrow 0\) such that \(\epsilon_{p,q} \mu \leq \epsilon_{p,q} \mu\) for all \(p, q \in \mathbb{N}\). We set
\[
y_{m,n} = \begin{cases} 
    x_{m,n}, & m, n \in K \\
    x, & m, n \notin K
\end{cases}
\]
And \(\eta_{m,n} = \epsilon_{p,q} / (p, q = 1, 2, \ldots)\). where \(j_0 = 0, k_0 = 0\).

Then, \(x_{m,n} = y_{m,n} \text{ a.a.m.n.}, \eta_{m,n} \downarrow 0\), and \(y_{m,n} \overset{\text{st}}{\rightarrow} x(\mu)\) for all \(m, n \in \mathbb{N}\). Hence,
\[
y_{m,n} \overset{\text{st}}{\rightarrow} x(\mu).
\]
(3) ⇒ (1) is trivial.

**Corollary 2.1:** Let \(E\) be an Archimedean Riesz space, then every monotone statistically relatively uniform convergent double sequence in \(E\) is a relatively uniformly convergent.

**Proof:** suppose that \((x_{m,n})_{m,n\in\mathbb{N}}\) is an increasing double sequence in \(E\) and \(x_{m,n} \overset{\text{st}}{\rightarrow} x(\mu)\) for some \(x \in E\) and \(\mu \in E_+\). Followings the concept of Ercan (2009) we have that \(\sup_{m,n\in\mathbb{N}} x_{m,n}\) exists and equals \(x\) by Theorem.
2.2 There exists a subset $K = \{j_p, k_q; p, q \in \mathbb{N}\}$ of $\mathbb{N}$ with $\delta_2(K) = 1$ such that $x_{j_p, k_q} \rightarrow x(\mu)$. Thus, we get a double sequence $(\varepsilon_{p,q})_{p,q \in \mathbb{N}}$ of positive reals with $\varepsilon_{p,q} \rightarrow 0$ such that $|x_{j_p, k_q} - x| < \varepsilon_{p,q} \mu$ for $p, q \in \mathbb{N}$. We set 

$$\eta_{m,n} = \begin{cases} 1 & \text{if } 1 \leq m \leq j_1, 1 \leq n \leq k_1, \\ 0 & \text{otherwise} \end{cases}$$

Then $\eta_{m,n} \rightarrow 0$. We set $u = (x - x_{11})V\mu$. Then, for $1 \leq m \leq j_1, 1 \leq n \leq k_1$, we have 

$$|x - x_{m,n}| \leq |x - x_{11}| \leq \eta_{11}u.$$

For $k_{p-1,q-1} < m, n \leq k_{p,q}$, we have 

$$|x - x_{m,n}| \leq |x - x_{k_{p-1,q-1}}| \leq \eta_{m,n} \mu \leq \eta_{m,n} u.$$ 

Hence, $x_{m,n} \rightarrow x(\mu)$. This completes the proof.

Let $E$ be a Riesz space and let $\mu \in E_+$. Following Luxemburg and Zaanen (1971), Recall that a double sequence $(x_{m,n})_{m,n \in \mathbb{N}}$ in $E$ is called a $\mu$-uniform Cauchy sequence whenever, for every $\varepsilon > 0$, there exist a natural numbers $M,N$ such that $|x_{m,n} - x_{m'}| \leq \varepsilon \mu$ holds for all $m, p \geq M$ and $n, q \geq N$. We say that a double sequence $(x_{m,n})_{m,n \in \mathbb{N}}$ is uniform Cauchy if it is $\mu$-uniform Cauchy for some $\mu \in E_+$.

**Definition 2.1:** Let $E$ be a Riesz space and let $\mu \in E_+$. We say that a double sequence $(x_{m,n})_{m,n \in \mathbb{N}}$ is statistically $\mu$-uniform Cauchy double sequence whenever, for every $\varepsilon > 0$, there exist a natural numbers $M,N$ such that $|x_{m,n} - x_{m'}| \leq \varepsilon \mu$, a.a.$\mu$. We say that a double sequence $(x_{m,n})_{m,n \in \mathbb{N}}$ is statistically uniform Cauchy if it is statistically $\mu$-uniform Cauchy for some $\mu \in E_+$.

Following the concepts of Senčimen and Pehtlivan (2012), a double sequence $(x_{m,n})_{m,n \in \mathbb{N}}$ in Riesz space $E$ is said to be statistically order bounded if there exist $y, z \in E$ such that $y \leq x_{m,n} \leq z$, a.a.$\mu$. It is easy to see that every statistically $\mu$-uniform Cauchy double sequence is statistically order bounded for all $\mu \in E_+$. It should be noted that a statistically uniform Cauchy double sequence need not be uniform Cauchy as can be seen in the following example.

**Example 2.2:** Let $K = \{j^2, k^2; j, k \in \mathbb{N}\}$. For each $m, n \in \mathbb{N}$, define $f_{m,n} \in C[0,1]$ by 

$$f_{m,n} = \begin{cases} m, n, m, n \in K \\ \mu, m, n \notin K \end{cases}$$

Where $\mu(t) = t, t \in [0,1]$. Then, $f_{m,n} = \frac{\mu}{mn}$, a.a.$\mu$, and hence $f_{m,n} \rightarrow 0(\mu)$. Thus, we see that the double sequence $(f_{m,n})_{m,n \in \mathbb{N}}$ is statistically $\mu$-uniform Cauchy, but not uniform Cauchy since $\sup_{m,n \in \mathbb{N}} \|f_{m,n}\| = \infty$.

**Theorem 2.3:** Let $E$ be a Riesz space and $\mu \in E_+$, the following are equivalent for a double sequence $(x_{m,n})_{m,n \in \mathbb{N}}$ in $E$.

1. $(x_{m,n})_{m,n \in \mathbb{N}}$ is statistically $\mu$-uniform Cauchy double sequence in $E$.
2. There exists a subset $K = \{j_p, k_q; p, q \in \mathbb{N}\}$ of $\mathbb{N}$ with $\delta_2(K) = 1$ such that $(x_{j_p, k_q})_{p,q \in \mathbb{N}}$ is $\mu$-uniform Cauchy sequence.

**Proof:** (1) $\Rightarrow$ (2). For each $j, k \in \mathbb{N}$, by (1), we get a natural number $N_k$ such that 

$$\delta_2\left(\{m, n \in \mathbb{N} \mid |x_{m,n} - x_{N_j,k}| \leq \frac{1}{j^k}\right) = 1.$$ 

Let $A_{j,k} = \{(m, n) \in \mathbb{N} \times \mathbb{N} \mid |x_{m,n} - x_{N_{j,k}}| \leq \frac{1}{j^k}\}(j, k = 1, 2, ...)$, which follows from Lemma (2.1), there exists a subset $K \subseteq \mathbb{N} \times \mathbb{N}$ with $\delta_2(K) = 1$ such that $|K \setminus A_{j,k}| < \infty$ for all $j, k \in \mathbb{N}$. Let $\varepsilon > 0$, choose $j_0, k_0$ such that $\frac{1}{j_0^{k_0}} < \varepsilon$, since the set $K \setminus A_{j_0,k_0}$ is finite, there exists a natural number $N$ such that for all $m, n > N, m, n \in K$, we have 

$$|x_{m,n} - x_{N_{j,k}}| \leq \frac{1}{j_0^{k_0}} \mu \leq \varepsilon \mu, \text{ and } |x_{j_p, k_q} - x_{j_r, k_s}| \leq \frac{1}{j_0^{k_0}} \mu \leq \varepsilon \mu.$$ 

Hence, we get 

$$|x_{m,n} - x_{p,q}| \leq \varepsilon \mu.$$ 

This means that the double sequence $(x_{m,n})_{m,n \in \mathbb{N}}$ is a $\mu$-uniform Cauchy double sequence along $K$.

(2) $\Rightarrow$ (1). Let $K$ be stated as in (2). Let $\varepsilon > 0$, there exists a natural number $j_0, k_0$ such that 

$$|x_{j_p, k_q} - x_{j_r, k_s}| \leq \varepsilon \mu, \forall p, q, r, s \geq j_0, k_0.$$ 

This implies that $\{(j_p, k_q; r \geq j_0, s \geq k_0) \subseteq \{(m, n) \in \mathbb{N} \times \mathbb{N} \mid |x_{m,n} - x_{j_p, k_q}| \leq \varepsilon \mu\}$.

Hence we get that $|x_{m,n} - x_{j_0, k_0}| \leq \varepsilon \mu$, a.a.$\mu, m, n$. This completes the proof.

**Corollary 2.2:** Let $E$ be a Riesz space. Then every monotone statistically $\mu$-uniform Cauchy double sequence is $\mu$-uniform Cauchy for all $\mu \in E_+$.
**Theorem 2.3** Suppose that \((x_{m,n}), m,n \in \mathbb{N}\) is an increasing statistically \(\mu\)-uniform Cauchy double sequence in \(E\). It follows from Theorem 2.3 that there exists a strictly increasing double sequence \(\{j_{pq}\}_{p,q \in \mathbb{N}}\) of positive integers such that \((x_{j_{pq}},k_{pq})_{r,s \in \mathbb{N}}\) is a \(\mu\)-uniform Cauchy double sequence. Let \(\epsilon > 0\). Then there exists a natural number \(s_0\) such that
\[
|x_{j_{pq}} - x_{k_{pq}}| \leq \epsilon s_0 \text{ for all } p,q \geq s_0.
\]
For each \(h\) and \(r\), if \(j_r \leq m, k_r \leq n < g, h < j_{r+1}, k_{r+1}\), then we have
\[
0 \leq x_{g,h} - x_{m,n} \leq x_{j_{r+1},k_{r+1}} - x_{j_r,k_r} \leq \epsilon \mu.
\]
If \(j_r, k_r \leq m, n < j_{r+1}, k_{r+1}\), then we have
\[
0 \leq x_h - x_{m,n} \leq x_{j_{r+1},k_{r+1}} - x_{j_r,k_r} \leq \epsilon \mu.
\]
Hence, \((x_{m,n}), m,n \in \mathbb{N}\) is \(\mu\)-uniform Cauchy.

Let \(E\) be a Riesz space and \(0 < \mu \in \mathbb{E}\). Following the concept of Ercan (2009), we have that a double sequence \((x_{m,n}), m,n \in \mathbb{N}\) in \(E\) is said to be statistically \(\mu\)-uniform pre-Cauchy if
\[
\lim_{m,n \to \infty} \frac{1}{m^2+n^2} \left| \left( (p,i),(q,j) : p,i > m \text{ and } q,j > n, |x_{p,q} - x_{i,j}| - \epsilon \mu \right) \right| = 0.
\]
For every \(\epsilon > 0\), we say that a double sequence \((x_{m,n}), m,n \in \mathbb{N}\) is statistically uniform pre-Cauchy if it is statistically \(\mu\)-uniform pre-Cauchy for some \(0 < \mu \in \mathbb{E}\).

**Corollary 2.3.** Every statistically \(\mu\)-uniform Cauchy double sequence in \(E\) is statistically \(\mu\)-uniform pre-Cauchy for all \(0 < \mu \in \mathbb{E}\).

**Proof.** Let \((x_{m,n}), m,n \in \mathbb{N}\) be a statistically \(\mu\)-uniform Cauchy double sequence in \(E\). By Theorem 2.3, there exists a subset \(K \subseteq \mathbb{N} \times \mathbb{N}\) with \(\delta_2(K) = 1\) such that \((x_{m,n}), m,n \in \mathbb{N}\) is a \(\mu\)-uniform Cauchy along \(K\). Let \(\epsilon > 0\), there exists a subset \(A \subseteq K\) such that \(K \setminus A\) is finite and
\[
A \times A = \left\{ (p,i),(q,j) \right\} \mid |x_{p,q} - x_{i,j}| \leq \epsilon \mu \}
\]
Note that, for each \(m,n \in \mathbb{N}\), we have
\[
|A_{m,n}|^2 \leq |(p,i),(q,j) : A_{p,q}, q,j \leq m, q,k \leq n|.
\]
Hence
\[
\frac{1}{m^2+n^2}|A_{m,n}|^2 \leq \frac{1}{m^2+n^2} |(p,i),(q,j) : p,j \leq m, q,k \leq n, |x_{p,q} - x_{i,j}| \leq \epsilon \mu|.
\]
Since \(\delta_2(A) = 1\), we get, by letting \(m,n \to \infty\),
\[
\lim_{m,n \to \infty} \frac{1}{m^2+n^2} |(p,i),(q,j) : p,j \leq m, q,k \leq n, |x_{p,q} - x_{i,j}| \leq \epsilon \mu| = 1.
\]
This completes the proof.

The following example shows that a statistically uniform pre-Cauchy double sequence need not be statistically uniform Cauchy.

**Example 2.3.** Let
\[
x_{j,k} = \sum_{p=1}^{m,n} \frac{1}{p!} m! \leq j < (m+1)!n! \leq k < (n+1)!, j,k,m,n = 1,2, ...
\]
Then \((x_{j,k}), j,k \in \mathbb{N}\) is increasing and tends to \(\infty\). Hence, the double sequence \((x_{j,k}), j,k \in \mathbb{N}\) has no convergent double subsequences and so is not statistically convergent. It follows from the concept of Fridy (1985) that \((x_{j,k}), j,k \in \mathbb{N}\) is not statistically Cauchy and hence is not statistically uniform Cauchy. Following the concept of Connor, Fridy and Kline (1994) we have that \((x_{j,k}), j,k \in \mathbb{N}\) is statistically pre-cauchy. This means that \((x_{j,k}), j,k \in \mathbb{N}\) is statistically \(\mu\)-uniform pre-Cauchy.

**Theorem 2.4.** Let \(E\) be an Archimedean Riesz space and \(\mu \in \mathbb{E}_+\). Then
(1) Every statistically \(\mu\)-uniformly convergent double sequence in \(E\) is statistically \(\mu\)-uniform Cauchy.
(2) If, moreover, \(E\) is Dedekind \(\sigma\)-complete, then every monotone statistically \(\mu\)-uniform Cauchy double sequence in \(E\) is statistically \(\mu\)-uniformly convergent.

**Proof.** (1) Suppose that \(x_{m,n} \rightarrow x(\mu)\). Let \(\epsilon > 0\), then \(\delta_2\left( \left\{ (m,n) \in \mathbb{N} \times \mathbb{N} : |x_{m,n} - x| \leq (\epsilon/2)|\mu| \right\} \right) = 1\). Let \(K = \left\{ (m,n) \in \mathbb{N} \times \mathbb{N} : |x_{m,n} - x| \leq (\epsilon/2)|\mu| \right\} \) and \(N = \min_{m,n \in K} m,n\). Then, for every \(m,n \in K\), we have
\[
|x_{m,n} - x_M| \leq |x_{m,n} - x| + |x_M - x| \leq \epsilon |\mu| + \epsilon |\mu| = \epsilon \mu.
\]
This implies that \(K \subseteq \left\{ (m,n) \in \mathbb{N} \times \mathbb{N} : |x_{m,n} - x_M| \leq \epsilon \mu \right\}\) and hence \(\delta_2\left( \left\{ (m,n) \in \mathbb{N} \times \mathbb{N} : |x_{m,n} - x_M| \leq \epsilon \mu \right\} \right) = 1\).

(2) Let \((x_{m,n}), m,n \in \mathbb{N}\) be an increasing statistically \(\mu\)-uniform Cauchy sequence in \(E\). Then \((x_{m,n}), m,n \in \mathbb{N}\) is statistically order bounded. Since \((x_{m,n}), m,n \in \mathbb{N}\) is increasing, we see that \((x_{m,n}), m,n \in \mathbb{N}\) is order bounded. Since \(E\) is Dedekind \(\sigma\)-complete, then \(sup_{m,n} x_{m,n}\) exists and it is denoted by \(x\).
Let \( \epsilon > 0 \). Then there is a natural number \( M, N \) such that \( |x_{m,n} - x_{M,N}| \leq \epsilon \mu \), a.a.m.n. Let \( K = \{(m, n) \in \mathbb{N} \times \mathbb{N} : x_{m,n} - x_{M,N} \leq \epsilon \mu \} \) and \( A = \{(m, n) \in K : k \geq M, n \geq N \} \). Then \( \delta K = \delta^2 A = 1 \).

Let us fix any \( m, n \in A \). Then, for any \( p \geq m, q \geq n, p, q \in A \), we have

\[
x_{p,q} - x_{m,n} \leq x_{p,q} - x_{M,N} \leq \epsilon \mu.
\]

That is,

\[
x_{p,q} \leq x_{m,n} + \epsilon \mu, \quad \forall \ p, q \in \{(j, k) \in A \times A : j \geq m, k \geq n \}.
\]

Since \((x_{m,n})_{m,n \in \mathbb{N}}\) is an increasing, we get \( x = \sup_{p,q \in [j,k] \in A} x_{p,q} \).

Hence, we get

\[
x \leq x_{m,n} + \epsilon \mu, \quad \forall \ m, n \in A.
\]

This means

\[
0 \leq x - x_{m,n} \leq \epsilon \mu, \quad \text{a.a.m.n.}
\]

Thus,

\[
x_{m,n} \rightarrow x(\mu).
\]

It follows from Theorem 2.4 and Corollary 2.3 that every statistically \( \mu \)-uniformly convergent double sequence is statistically \( \mu \)-uniform pre-cauchy for all \( \mu \in E_+ \). The next result suggests that, under certain circumstances, the converse is also true.

**Theorem 2.5:** Let \( E \) be an Archimedean Riesz space and \( \mu \in E_+ \). Assume that \((x_{m,n})_{m,n \in \mathbb{N}}\) is statistically \( \mu \)-uniform pre-cauchy double sequence in \( E \). If \((x_{m,n})_{m,n \in \mathbb{N}}\) has a double subsequence \((x_{m,\tilde{n}})_{m,\tilde{n} \in K}\) which converges \( \mu \)-uniformly to \( x \in E \) and \( \lim \inf_{m,\tilde{n} \rightarrow \infty} |\{k \in K : |x_{m,k} - x| < \frac{\epsilon}{2} \mu \} | > 0 \). Then \( x_{m,\tilde{n}} \rightarrow x(\mu) \).

**Proof:** Let \( \epsilon > 0 \). Since \((x_{m,n})_{m,n \in K}\) converges \( \mu \)-uniformly to \( x \). There exists a subset \( A \subseteq K \) such that \( K / A \) is finite and \( |x_{p,q} - x| \leq \frac{\epsilon}{2} \mu, \forall \ p, q \in A \).

We set \( B = \{(j, k) \in \mathbb{N} \times \mathbb{N} : |x_{j,k} - x| \leq \frac{\epsilon}{2} \mu \} \).

Then, for \((p, j), (q, k) \in \mathbb{N} \times \mathbb{N}\), we have \( |x_{p,q} - x_{j,k}| \leq \frac{\epsilon}{2} \mu \).

That is,

\[
A \times B = \{(p, j), (q, k) : |x_{p,q} - x_{j,k}| \leq \frac{\epsilon}{2} \mu \}.
\]

This implies

\[
\frac{\delta_2(K)}{m, n} \leq \frac{\epsilon}{2} \mu.
\]

Letting \( m^2, n^2 \rightarrow \infty \), we get \( \delta_2(B) = 0 \). This completes the proof.

### III. Relationship to Statistical Order Convergence and Norm Statistical Convergence of Double Sequence.

It follows from the concept of Luxemburg and Zaanen (1971), a double sequence \((x_{m,n})_{m,n \in \mathbb{N}}\) in a Riesz space \( E \) is order convergent to \( x \in E \) whenever there exists a double sequence \( p_{m,n} \downarrow 0 \) in \( E \) such that \( x_{m,n} - x \leq p_{m,n} \) for all \( m, n \).

**Definition 3.1:** Let \((x_{m,n})_{m,n \in \mathbb{N}}\) be a double sequence in Riesz space \( E \). If there exists a set \( K = \{k \}_{p,q \in \mathbb{N}} \) with \( \delta_2(K) = 1 \) such that \((x_{p,q})_{p,q \in \mathbb{N}}\) is increasing and \( \sup_{p,q \in \mathbb{N}} x_{p,q} = x \) for some \( x \in E \), then one writes \( x_{m,n} \rightarrow x \).

Similarly, if \((x_{p,q})_{p,q \in \mathbb{N}}\) is decreasing and \( \inf_{p,q \in \mathbb{N}} x_{p,q} = x \) for some \( x \in E \), then we write \( x_{m,n} \rightarrow x \) for some \( x \) in \( x_{m,n} \rightarrow x \).

**Remark 3.1:** It is easy to see that \( x_{m,n} \rightarrow x \) if and only if there exists a double sequence \((p_{m,n})_{m,n \in \mathbb{N}}\) in \( E \) with \( p_{m,n} \downarrow 0 \) such that \( x_{m,n} - x \leq p_{m,n} \), a.a.m.n.

**Theorem 3.1:** Let \((x_{m,n})_{m,n \in \mathbb{N}}\) be a double sequence in \( E, x \in E \) and \( \mu E_+ \). Then \( x_{m,n} \rightarrow x(\mu) \) if and only if \( x_{m,n} \rightarrow x \) and \((x_{m,n})_{m,n \in \mathbb{N}}\) is \( \mu \)-uniform Cauchy double sequence.

**Proof:** The necessary part is trivial. We only prove sufficient part. Suppose that \( x_{m,n} \rightarrow x \) and \((x_{m,n})_{m,n \in \mathbb{N}}\) is \( \mu \)-uniform Cauchy. By remark 3.1, there exists a double sequence \((p_{m,n})_{m,n \in \mathbb{N}}\) in \( E \) with \( p_{m,n} \downarrow 0 \) such that \( x_{m,n} - x \leq p_{m,n} \), a.a.m.n. Let \( K = \{(m, n) \in \mathbb{N} \times \mathbb{N} : \max(m,n) \in K \} \).
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\[ n \leq p_{m,n} \] Then \( \delta_2(K) = 1 \). Let \( \epsilon > 0 \), then there exists a natural number \( M,N \) such that \( |x_{p,q} - x_{m,n}| \leq \epsilon \mu \) for all \( p,m \geq M,q,n \geq N \). Let us fix any \( m,n \geq M,N \). Then, for any \( p,q \in \{ j,k \in K : j \leq m,k \leq n \} \), we have

\[ |x_{m,n} - x_{p,q}| + |x_{p,q} - x| \leq \epsilon \mu + p_{m,n}. \]

Note that \( \inf_{p,q \in K} p_{m,n} = 0 \). Hence, we get \( |x_{m,n} - x| \leq \epsilon \mu \) for all \( m,n \geq N \). This completes the proof.

**Theorem 3.2**: Let \( (x_{m,n})_{m,n \in \mathbb{N}} \) be a double sequence in \( E, x \in E \) and \( \mu \in E^+ \). Then \( x_{m,n} \xrightarrow{\mu} x(\mu) \) if and only if \( x_{m,n} \xrightarrow{\mu,\text{ord}} x(\mu) \) and \( (x_{m,n})_{m,n \in \mathbb{N}} \) is a statistically \( \mu \)-uniform Cauchy sequence.

**Proof**: It suffices to prove the sufficient part. Assume that \( x_{m,n} \xrightarrow{\mu,\text{ord}} x(\mu) \) and \( (x_{m,n})_{m,n \in \mathbb{N}} \) is statistically \( \mu \)-uniform Cauchy double sequence. Following the concept of Sencimen and Pehlivan (2012) and Theorem(2.2), we obtain a subset \( K = (j_r,k_s)_{r \in \mathbb{N}} \) of \( \mathbb{N} \) with \( \delta_2(K) = 1 \) such that the double sequence \( (x_{j_r,k_s})_{r \in \mathbb{N}} \) converges in order to \( x \) and is \( \mu \)-uniform Cauchy. Let \( \epsilon > 0 \). There exists a natural number \( r_0,s_0 \) such that

\[ |x_{j_r,k_s} - x_j| \leq \epsilon \mu, \quad \forall u,v \geq r_0, v, s \geq s_0. \]

Let us fix any \( r,s \geq r_0,s_0 \). Let \( u,v \to \infty \), we get \( |x - x_{j_r,k_s}| \leq \epsilon \mu \). This means that \( x_{j_r,k_s} \xrightarrow{\mu,\text{ord}} x(\mu) \). It follows from Theorem 2.2 that \( x_{m,n} \xrightarrow{\mu} x(\mu) \).

**Theorem 3.3**: Let \( E \) be an Archimedean Riesz space. The following statements are equivalent:

1. Statistical order convergence of double sequence is stable.
2. Statistical order convergence of double sequence and statistical relative uniform convergence of double sequence are equivalent.

**Proof**: (1) \( \Rightarrow \) (2) suppose that \( x_{m,n} \xrightarrow{\mu,\text{ord}} 0 \). Then, by (1) there exists a double sequence \( (\lambda_{m,n})_{m,n \in \mathbb{N}} \) of reals with \( 0 \leq \lambda_{m,n} \xrightarrow{\mu,\text{ord}} 0 \). By Remark 3.1 there exists a double sequence \( (p_{m,n})_{m,n \in \mathbb{N}} \) with \( p_{m,n} = 0 \) such that

\[ \lambda_{m,n} x_{m,n} \leq p_{m,n} / \lambda_{m,n} x_{m,n} \]

Hence, \( x_{m,n} \xrightarrow{\mu,\text{ord}} 0(p_{m,n}) \) and then \( x_{m,n} \xrightarrow{\mu,\text{ord}} 0(p_{m,n}) \).

(2) \( \Rightarrow \) (1) assume that \( x_{m,n} \xrightarrow{\mu,\text{ord}} 0 \). By (2), we see that \( x_{m,n} \xrightarrow{\mu,\text{ord}} 0 \). Then, there exists \( \mu_0 \in E^+ \) and a double sequence \( e_{m,n} \xrightarrow{\mu} 0 \) such that

\[ |x_{m,n}| \leq \epsilon \mu_0, \quad a.a. \text{, } m,n. \]

Thus, we get \( (1/n \sqrt{f_{m,n}})_{m,n \in \mathbb{N}} \xrightarrow{\mu,\text{ord}} 0 \). And we are done.

**Example 3.1** Let us take a counter example, for each \( m,n \in \mathbb{N} \), we define \( f_{m,n} \in C[0,1] \) by \( f_{m,n}(t) = 1 + \frac{1}{m,n} \) and \( f_{m,n}(t) = 0 \) on \( \left[ \frac{1}{m,n} , 1 \right] \) and \( f_{m,n}(t) = \text{linear on } \left[ \frac{1}{m,n} , \frac{1}{m,n} \right] \). Clearly, \( f_{m,n} \xrightarrow{\mu} 0 \), moreover, there is no double sequence \( 0 \leq \lambda_{m,n} \xrightarrow{\mu,\text{ord}} 0 \). Otherwise, it follows from the concept of Sencimen and Pehlivan (2012) there exists a subset \( K = \{ k_{q}, p,q \in \mathbb{N} \} \) of \( \mathbb{N} \) with \( \delta_2(K) = 1 \) such that double sequence \( (\lambda_{j_p,k_q})_{j_p,k_q \in \mathbb{N}} \) is order convergent. Hence there exists a double sequence \( (p_{j_p,k_q})_{j_p,k_q \in \mathbb{N}} \) in \( E \) with \( p_{j_p,k_q} \xrightarrow{\mu} 0 \) so that \( \lambda_{j_p,k_q} \leq p_{j_p,k_q} \) for all \( p,q \in \mathbb{N} \). This implies

\[ 1 = \int (j_p,k_q \{(0) \leq \int (j_p,k_q \{(0) \leq 1 \int (j_p,k_q \{(0) \to 0 \}
\]

This contradiction suggests that statistical order convergence in \( C[0,1] \) is not stable. Then Theorem 3.3 gives the conclusion.

Following the concept of Connor, Ganichev and Kadets (2000), a double sequence \( (x_{m,n})_{m,n \in \mathbb{N}} \) in a Banach space \( E \) is said to be norm statistically convergent to \( x \in E \) provided that \( \delta_2((m,n) \in \mathbb{N} \times \mathbb{N} \} \geq \delta(\epsilon) = 0 \) for all \( \epsilon > 0 \) is clear that a double sequence \( (x_{m,n})_{m,n \in \mathbb{N}} \) in a Banach lattice \( E \) is norm statistically convergent whenever it is statistically uniformly convergent. The double sequence \( (x_{m,n})_{m,n \in \mathbb{N}} \) is said to be weakly statistically convergent to \( x \) provided that the double sequence \( (x^*_{m,n})_{m,n \in \mathbb{N}} \) converges to \( 0 \) for each \( x^* \in X^* \). Following Connor, Ganichev and Kadets (2000). It is noted that if a double sequence \( (x_{m,n})_{m,n \in \mathbb{N}} \) in a Banach space \( E \) is norm statistically convergent to \( x \in E \), then there exists a subset \( K = \{ k_{p,q} \}_{p,q \in \mathbb{N}} \subset \mathbb{N} \) with \( \delta_2(K) = 1 \) such that \( (x_{m,n})_{m,n \in \mathbb{N}} \) converges in norm to \( x \). Combining this observation, Theorem 2.3 and Theorem 2.2 with the concept of Zaanen (1983) we obtain the following result.
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Theorem 3.4: Let \((x_{m,n})_{m,n \in \mathbb{N}}\) be a double sequence in a Banach lattice \(E, x \in E\) and \(\mu \in E^*_+\). Then \(x_{m,n} \overset{st_{2, ord}}{\rightarrow} x(\mu)\) if and only if \((x_{m,n})_{m,n \in \mathbb{N}}\) is a norm statistically convergent to \(x\) and \((x_{m,n})_{m,n \in \mathbb{N}}\) is statistically \(\mu\)-uniform Cauchy sequence.

Following the concept of Schwarz (1984), in \(C(K)\)-spaces, the relatively uniform convergence of double sequence coincides with the norm convergence of double sequence. It follows from Theorem 2.2 that, in \(C(K)\)-spaces, the statistically relatively uniform convergence coincides with the norm statistical convergence of double sequence. In Example 3.1, utilizing Theorem 3.3, we show that statistical order convergence of double sequence and statistically relatively uniform convergence of double sequence are not equivalent in general. Now we construct a statistical order convergent of double sequence that is not statistically relatively uniformly convergent as follows.

Example 3.2: Let \(K = \{j^2, k^2 : j, k \in \mathbb{N}\}\). For each \(m, n \in \mathbb{N}\), we define \(f_{m,n} \in C[0,1]\) by

\[
f_{m,n} = \begin{cases} 
1, & m, n \in K \\
g_{m,n}, & m, n \notin K
\end{cases}
\]

where \(g_{m,n}(t) = \frac{t^m}{m}, t \in [0,1], m, n = 1, 2, \ldots\)

Obviously, \(g_{m,n} \downarrow 0\) and hence \(f_{m,n} \overset{\text{st}_{2-ord}}{\rightarrow} 0\). Since \(\|g_{m,n}\| = 1\) for all \(m, n \in \mathbb{N}\), we see that the double sequence \((f_{m,n})_{m,n \in \mathbb{N}}\) is not norm statistically convergent and hence not statistically relatively uniformly convergent.

Following the concept of Sencimen and Pehlivan (2012), we suggest that the statistical order convergence need not be norm statistically convergent. The following example suggests that the norm statistical convergence need not be statistically order convergent and hence not be statistically relatively uniformly convergent.

Example 3.3: We take the double sequence \((f_{m,n})_{m,n \in \mathbb{N}}\). Let \(E\) be the normed Riesz space of all real continuous functions on \([0,1]\) with \(\|f\| = \int_0^1 |f| \, dt\). We set

\[
f_{1,1} \left( \frac{1}{2} \right) = 1, \quad \|f_{1,1}\| = \frac{1}{2} < 1, \quad 0 \leq f_{1,1} \leq 1,
\]

\[
f_{2,2} \left( \frac{1}{2} \right) = f_{2,2} \left( \frac{1}{2} \right) = 1, \quad \|f_{2,2}\| = \frac{1}{2} < 1, \quad 0 \leq f_{2,2} \leq 1,
\]

And generally

\[
f_{m,n} \left( \frac{1}{m+n+1} \right) = f_{m,n} \left( \frac{2}{m+1,n+1} \right) = \cdots = f_{m,n} \left( \frac{m,n}{m+1,n+1} \right) = 1,
\]

\[
\|f_{m,n}\| = \frac{1}{2^{m+n}}, \quad 0 \leq f_{m,n} \leq 1
\]

For \(m, n = 1, 2, \ldots\)

Following the concept of Zaanan (1983), a double sequence \((f_{m,n})_{m,n \in \mathbb{N}}\) converges to 0 in norm and no subsequence of it converges to 0 in order.

We set \(K = \{j^2, k^2 : j, k \in \mathbb{N}\}\) and let

\[
g_{m,n} = \begin{cases} 
1, & m, n \in K \\
0, & m, n \notin K
\end{cases}
\]

Clearly, \((g_{m,n})_{m,n \in \mathbb{N}}\) is norm statistically convergent to 0. But \((g_{m,n})_{m,n \in \mathbb{N}}\) is not statistically order convergent. Indeed, if \((g_{m,n})_{m,n \in \mathbb{N}}\) is statistically order convergent to 0, using the concept Sencimen and Pehlivan (2012), there exists a subset \(A\) of \(\mathbb{N}\) with \(\delta_1(A) = 1\) such that \((g_{m,n})_{m,n \in A}\) is order convergent to 0. Hence, the subsequence \((g_{m,n})_{m,n \in A\cap(N\setminus K)}\) is order convergent to 0. This is a contradiction.

Example 3.4: We take the double sequence \((x^{(r,s)})_{r,s \in \mathbb{N}}\) as follows. Let \(E = \left\{ (x_{m,n})_{m,n \in \mathbb{N}} \in \bigoplus_{m,n} \mathbb{R}^+ : x_{m,n} \in c_0 \text{ except for finitely many } m, n \right\}\). Then \(E\) is ideal in \(\bigoplus_{m,n} \mathbb{R}^+\). Define \(x^{(r,s)} = (x^{(r,s)}_{m,n})_{m,n \in \mathbb{N}} \in E\) for \(r, s = 1, 2, \ldots\) by

\[
x^{(r,s)}(K) = \frac{1}{r} (j, k = 1, 2, \ldots), \quad \text{for } m, n \leq r, s,
\]

\[
x^{(r,s)} = 0, \quad \text{for } m, n > r, s.
\]

Then \(\|x^{(r,s)}\| = \frac{1}{r^s} \to 0 \text{ (}r, s \to \infty\text{)}\), but no subsequence of \((x^{(r,s)})_{r,s \in \mathbb{N}}\) is relatively uniformly convergent.

Then, as in Example 3.3, we set \(K = \{j^2, k^2 : j, k \in \mathbb{N}\}\) and let
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\[
y^{(r,s)} = \begin{cases} 
0, & r, s \in K \\
\chi^{(r,s)}, & r, s \notin K.
\end{cases}
\]

Clearly, \((y^{(r,s)})_{r,s \in \mathbb{N}}\) is norm statistically convergent to 0. An argument similar to Example 3.3 shows that \((y^{(r,s)})_{r,s \in \mathbb{N}}\) is not relatively uniformly convergent.

The following example illustrates that even a combination of statistical order convergence and norm statistical convergence of double sequence does not imply the statistically relatively uniform convergence.

**Example 3.5:** Pick \(g \in L_1[0,1]\) such that \(g\) is continuous on \((0,1], g(t) > 0\) for all \(t \in [0,1]\), and \(\lim_{t \to 0^+} g(t) = \infty\). Let \(E\) be the Riesz subspace of \(L_1[0,1]\) consisting of all \(f\) such that, for some \(\delta_2(f) > 0\) and \(y(f) \in \mathbb{R}\), we have \(f(t) = y(f) g(t)\) for all \(0 \leq t < \delta_2(f)\) Define a Riesz space \(\|\cdot\|\) on \(E\) by setting
\[
\|f\| = \|f\|_{L_1} + |y(f)|.
\]

We now show that a double sequence \((f_{m,n})_{m,n \in \mathbb{N}}\) in \(E\) such that \(f_{m,n} \downarrow 0\) and \(\lim_{m,n \to \infty} \|f_{m,n}\| = 0\), but \(f_{m,n} \not\to 0\) as follows.

Let \(f_0 = g\). Define \(f_{m,n}\) by induction so that
(a) \(f_{m,n}\) is continuous on \((0,1]\)
(b) \(0 \leq f_{m,n} \leq f_{m-1,n-1}\)
(c) \(f_{m,n}(1/jk) = (1/jk)f_0(1/jk), j, k = 1,2, ..., m, n,
(d) \(f_{m,n}(t) = (1/(m + 1, n + 1))g(t), t \in (0,1/(m + 1, n + 1)]\)
(e) \(\|f_{m,n}\|_1 \leq (1/(m + 1, n + 1))\|g\|_1\)

This implies that no subsequence of \((f_{m,n})_{m,n \in \mathbb{N}}\) converges relatively uniformly to 0.

Similarly, we set \(K = \{j^2, k^2; j, k \in \mathbb{N}\}\) and let \(g_{m,n} = \{0, m,n \in K, m,n \notin K\}

Clearly, \((g_{m,n})_{m,n \in \mathbb{N}}\) is norm statistically convergent to 0 and \(g_{m,n} \not\to 0\). But Theorem 2.2 yields that \((g_{m,n})_{m,n \in \mathbb{N}}\) is not statistically relatively uniformly convergent to 0. This is because no subsequence of \((f_{m,n})_{m,n \in \mathbb{N}}\) converges relatively uniformly to 0.

**Theorem 3.5:** Let \((x_{m,n})_{m,n \in \mathbb{N}}\) be a monotone double sequence in Banach lattice \(E\). Then
1. \((x_{m,n})_{m,n \in \mathbb{N}}\) is norm statistically convergent if and only if it is norm convergent;
2. \((x_{m,n})_{m,n \in \mathbb{N}}\) is weakly statistically convergent if and only if it is weakly convergent;
3. \((x_{m,n})_{m,n \in \mathbb{N}}\) is norm statistically convergent if and only if it is weakly statistically convergent.

In order to prove Theorem 3.5, we need two simple Lemmas.

**Lemma 3.1:** If a double sequence \((x_{m,n})_{m,n \in \mathbb{N}}\) in a Banach lattice \(E\) is increasing and converges norm statistically to \(x \in E\), then \(x = \sup_{m,n \in \mathbb{N}} x_{m,n}\).

Actually, Lemma 3.1 also holds for weakly statistical convergence of double sequence as shown in the following.

**Lemma 3.2:** If a double sequence \((x_{m,n})_{m,n \in \mathbb{N}}\) in a Banach lattice \(E\) is increasing and converges weakly statistically to \(x \in E\), then \(x = \sup_{m,n \in \mathbb{N}} x_{m,n}\).

**Proof:** Let \(x^* \in (E)^*\). Then there exists a strictly increasing double sequence \((j_p,k_q)_{p,q \in \mathbb{N}}\) of natural numbers so that \(\lim_{p,q \to \infty} (j_p,k_q) = (x^*,x)\). For each \(m, n \in \mathbb{N}\), we choose \(j_{p_0},k_{q_0}\) with \(j_{p_0},k_{q_0} > m,n\). Then, we have
\[
\langle x^*, x_{m,n} \rangle \leq \langle x^*, x_{j_{p_0},k_{q_0}} \rangle, \quad \forall p,q > p_0,q_0
\]
This means that
\[
\langle x^*, x_{m,n} \rangle \leq \langle x^*,x \rangle
\]
Hence, \(x^*\) is an upper bound of \((x_{m,n})_{m,n \in \mathbb{N}}\).

Assume that \(u\) is an arbitrary upper bound of \((x_{m,n})_{m,n \in \mathbb{N}}\). Then, for every \(x^* \in (E)^*_+\), we have
\[
\langle x^*, x_{m,n} \rangle \leq \langle x^*, u \rangle, \quad \forall m,n \in \mathbb{N}
\]
Since the double sequence \((x^*,x_{m,n})_{m,n \in \mathbb{N}}\) converges statistically to \((x^*,x)_{m,n \in \mathbb{N}}\) we have
\[
\langle x^*,x \rangle \leq \langle x^*, u \rangle.
\]
This implies that \(x \leq u\) and we are done.

**Proof of Theorem 3.4:** (1) suppose that \((x_{m,n})_{m,n \in \mathbb{N}}\) is increasing and norm statistically convergent to \(x \in E\). By Lemma 3.2, we get \(x = \sup_{m,n \in \mathbb{N}} x_{m,n}\). Let \((k_{p,q})_{p,q \in \mathbb{N}}\) be a strictly increasing double sequence of natural numbers...
numbers so that \( \lim_{\rho \to 0} x_{\rho, q_n} = x \) in norm. Let \( \epsilon > 0 \). Choose a natural number \( p_0, q_0 \) such that \( \| x_{p_0, q_0} - x \| < \epsilon \). Then, for any \( m, n > p_0, q_0 \), we have
\[
0 \leq x - x_{m, n} \leq x - x_{p_0, q_0}.
\]
This yields
\[
\| x - x_{m, n} \| \leq \| x - x_{p_0, q_0} \| < \epsilon.
\]
Hence, \( \lim_{m, n \to \infty} x_{m, n} = x \) in norm.

(2). Let \( x_{\infty} = \liminf_{n \to \infty} x_{m, n} \) be increasing and weakly statistically convergent to \( x \in E \). By Lemma 3.1, we get \( x = \text{sup}_{m, n \in \mathbb{N}} x_{m, n} \). Let \( x^* \in (E^*)_\omega \). Since \( x_{m, n} \) converges weakly statistically to \( x \), \( (x^n, x_{m, n}) \) converges statistically to \( (x^*, x) \). There exists a subset \( K \subseteq \mathbb{N} \) with \( \delta_2(K) = 1 \) such that \( \lim_{m, n \in K} (x^n, x_{m, n}) = x^*, x \). Let \( \epsilon > 0 \). Choose \( M, N \in K \) such that \( x^*, x M, N - x^*, x < \epsilon \). Then, for all \( m, n \geq M, N \), we have
\[
0 \leq x - x_{m, n} \leq x - x_{M, N}.
\]
This implies that
\[
0 \leq (x^n, x - x_{m, n}) \leq (x^n, x - x_{M, N}) < \epsilon.
\]
Hence, \( x_{m, n} \) converges weakly to \( x \).

(3). Follows from (1) and (2).
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