Direct Integration of Two-Point Boundary Value Problem Using Symmetric Implicit Runge-Kutta Nyström Type Method
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Abstract: Symmetric Methods are of much current interest due to their efficiency when solving stiff systems and the possibility to use them as basic methods for extrapolation processes. In this paper, we extend of the Symmetric Implicit Runge-Kutta Nyström Type Method (SIRKNTM) for the integration of first order ODEs to a SIRKNTM for Direct Integration of Two-Point Boundary Value Problem (BVPs). The theory of Nyström method was adopted in the formulation of the method. The method has an implicit structure for efficient implementation and produces simultaneously approximation of the solution of Two-Point Boundary Value Problem (BVPs). The proposed method was tested with Numerical experiment to illustrate its efficiency and the method can be extended to solve higher order differential equations.
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I. Introduction

There are several articles in literature addressing the numerical solution of the initial value problems (IVPs) of the form.

\[ y'' = f(x, y) \]

\[ y(x_0) = y \]

\[ y'(x_0) = \beta \]  \hspace{1cm} (1)

\[ y'' = f(x, y, y') \]

\[ y(x_0) = y \]

\[ y'(x_0) = \beta \] \hspace{1cm} (2)

\[ y'' = f(x, y, y', y'') \]

\[ y(x_0) = y \]

\[ y'(x_0) = \beta \]

\[ y''(x_0) = \alpha \]  \hspace{1cm} (3)

(see for example[1],[2],[3] and[4]) but not so much for the Two-Point Boundary Value Problem (BVPs) of the form

\[ y'' = f(x, y, y', y'') \]

\[ y(x_0) = y \]

\[ y'(x_0) = \beta \]

\[ y''(\eta) = \alpha \]

\[ x_0 \leq x \leq \eta \]  \hspace{1cm} (4)

(Different approaches appear in [5] and [6]).

Although it is possible to integrate a third order IVP by reducing it to first order system and apply one of the method available for such system it seem more natural to provide commercial method in order to integrate the problem directly. The advantage of these approaches lies in the fact that they are able to exploit special information about ODEs and this result in an increase in efficiency (that is, high accuracy at low cost). For instance, it is well known that Runge-Kutta Nyström method for (2) involve a real improvement as compared to standard Runge-Kutta method for a given number of stages [2].

In this work, we present a five stage Symmetric Implicit Super Runge-Kutta Nyström Method for Direct Integration of Two-Point Boundary Value Problem (BVPs) with the following advantage such as high order and stage order, low error constant and low implementation cost.

An s-stage Runge-kutta method for solution of first order ODEs is given by

\[ y_{n+1} = y_n + h \sum_{i=1}^{s} a_i k_i \]  \hspace{1cm} (5)

for \( i = 1, 2, \ldots, s \),

\[ k_i = f(x_i + \alpha_i h, y_n + h \sum_{j=1}^{s} a_{ij} k_j) \]

The real parameters \( \alpha_i, k_i, a_{ij} \) define the method (5) and h is the step-size. In Butcher-array form as

\[ \begin{array}{c|cccc} \alpha & \beta \\ \hline \end{array} \]

\[ \begin{array}{c} W \end{array} \]

(6)

Where \( \beta = a_{ij} \) matrix of the constant coefficients of method (see [7]).
An s-stage Runge-Kutta Nystrom method for direct integration of general second order ODEs is given by
\[ y_{n+1} = y_n + \alpha_j h^2 y''_n + h^2 \sum_{j=1}^{i-1} a_{ij} k_j \]
(7)
\[ y'_{n+1} = y'_n + h \sum_{j=1}^{i-1} \bar{a}_{ij} k_j \]
Where for \( i = 1, \ldots, s \).
\[ K_j = f(x_i + \alpha_j h, y_n + \alpha_j y'_n + h^2 \sum_{j=1}^{i-1} a_{ij} k_j, y'_n + h \sum_{j=1}^{i-1} \bar{a}_{ij} k_j) \]
The real parameters \( \alpha_j, k_i, a_{ij}, \bar{a}_{ij} \) define the method(7). In Butcher-array form is
\[
\begin{array}{c|c}
\alpha & \bar{A} \\
\hline
\bar{b}^T & A
\end{array}
\]
(8)
\[ \bar{A} = a_{ij} = \beta^2 \quad \bar{\lambda} = \bar{a}_{ij} = \beta \]
\[ \beta = \beta e \quad \bar{b} = W \quad b = W^T \beta \]

An s-stage Runge-Kutta-Type method for direct integration of general third order ODEs is given by
\[ y_{n+1} = y_n + \alpha_j h^2 y''_n + h^2 \sum_{j=1}^{i-1} a_{ij} k_j \]
(9)
\[ y'_{n+1} = y'_n + \alpha_j h^2 y''_n + h^2 \sum_{j=1}^{i-1} \bar{a}_{ij} k_j \]
\[ y''_{n+1} = y''_n + h \sum_{j=1}^{i-1} \bar{a}_{ij} k_j \]
Where for \( i = 1, \ldots, s \).
\[ K_j = f(x_i + \alpha_j h, y_n + \alpha_j y'_n + \alpha_j y''_n + h^2 \sum_{j=1}^{i-1} a_{ij} k_j, y'_n + \alpha_j y''_n + h^2 \sum_{j=1}^{i-1} \bar{a}_{ij} k_j) \]
The real parameters \( \alpha_j, k_i, a_{ij}, \bar{a}_{ij}, \bar{a}_{ij} \) define the method (9). In Butcher – array form is
\[
\begin{array}{c|c|c|c|c|c}
\alpha & \bar{A} & A \\
\hline
\bar{b}^T & \bar{b} & b
\end{array}
\]
(10)
\[ \bar{A} = a_{ij} = \beta^3 \quad \bar{\lambda} = \bar{a}_{ij} = \beta^2 \quad A = a_{ij} = \beta \]
\[ \beta = \beta e \quad \bar{b} = W \quad \bar{b}^T = W^T \beta \quad b = W^T \beta^2 \]

II. Construction of The Present Method

We particularly wish to emphasize the combination of a multi-step structure with the use of off-step points, we seek a method that are multistage and multi-value because it will be convenient to extend the general linear method formulation to the high order Runge – Kutta case[see[2]] by considering an approximate solution to first order initial value problem in the form of power series
\[ y(x) = \sum_{j=0}^{t+m-1} a_j x^j \]
(11)
\[ a_j \in \mathbb{R}, j = 0, \ldots, m-1, Y \in C^m (a, b) \subset P(x) \]
\[ y'(x) = \sum_{j=0}^{t+m-1} j a_j x^{j-1} \]
(12)
Where \( a_j \)'s are the parameters to be determine and \( m \) are points of interpolation and collocation. To form our matrix \( D \) we collocate (12) at \( x_{n+j}, j = 0, \ldots, 10 \) and interpolate (11) \( x_{n+j}, j = 0 \) Specifically \( k=10, t=1 \) and \( m=11 \) yields the following system of equations
\[
\sum_{j=0}^{t+m-1} a_j x^j = y_{n+j} \quad j = 0
\]
\[
\sum_{j=0}^{t+m-1} j a_j x^{j-1} = f_{n+j} \quad j = 0, 1, \ldots, 10
\]

Following the multistep collocation of Yusuph and Onumanyi (2002). We invert once the matrix \( D \) which is of dimension \((t+m)\times(t+m)\) the proposed continuous formulation takes the form
\[
y_n(x) = \sum_{j=0}^{k} \alpha_j(x) y_{n+j} + h \sum_{j=0}^{k} \beta_j(x) f_{n+j}
\]

When using Maple mathematical software to invert (13) and (14), obtaining values for \( a_j, j = 0, 1, \ldots, k + 2 \) and we obtained the continuous formulation which when evaluated at \( x = x_{n+j} j = 1, 2, \ldots, 10 \)

<table>
<thead>
<tr>
<th>( y_1 )</th>
<th>( y_2 )</th>
<th>( y_3 )</th>
<th>( y_4 )</th>
<th>( y_5 )</th>
<th>( y_6 )</th>
<th>( y_7 )</th>
<th>( y_8 )</th>
<th>( y_9 )</th>
<th>( y_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_{10} )</td>
<td>( y_{11} )</td>
<td>( y_{12} )</td>
<td>( y_{13} )</td>
<td>( y_{14} )</td>
<td>( y_{15} )</td>
<td>( y_{16} )</td>
<td>( y_{17} )</td>
<td>( y_{18} )</td>
<td>( y_{19} )</td>
</tr>
<tr>
<td>( f_{10} )</td>
<td>( f_{11} )</td>
<td>( f_{12} )</td>
<td>( f_{13} )</td>
<td>( f_{14} )</td>
<td>( f_{15} )</td>
<td>( f_{16} )</td>
<td>( f_{17} )</td>
<td>( f_{18} )</td>
<td>( f_{19} )</td>
</tr>
</tbody>
</table>
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III. Implementation Strategies/ Numerical Experiment

To complete the required initial conditions for implementation, we implement the method first at \( h = h_c \) (\( h_c \) is the largest value of \( h \) for which the method is stable), this gives the missing initial condition with the right end boundary condition this allow direct application of the numerical method to the two-point boundary value problem via initial value problem.

To show the efficiency of method we present numerical solution of the Falkner Skan Equation (a two-point boundary value problem)

\[
y''(x) + \beta(1 - |y'(x)|^2) = 0
\]

\[
y(0) = y'(0) = 0, \quad y(\infty) = 1 \quad 0 \leq x \leq \infty
\]

The results obtained by Summaya Parveen (2014) and SIRKNTM (15) are given in Table 1 below. Where for \( \eta = x \), \( y(\eta), y'(\eta) \) and \( y''(\eta) \) are the values of \( y(\eta), y'(\eta) \) and \( y''(\eta) \) obtained by Summaya Parveen (2014) and \( Y(\eta), Y'(\eta) \) and \( Y''(\eta) \) are the values of \( y(\eta), y'(\eta) \) and \( y''(\eta) \) obtained by using SIRKNTM (14).}

<table>
<thead>
<tr>
<th>( \eta )</th>
<th>( y(\eta) )</th>
<th>( Y(\eta) )</th>
<th>( y'(\eta) )</th>
<th>( Y'(\eta) )</th>
<th>( y''(\eta) )</th>
<th>( Y''(\eta) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.469616</td>
<td>0.469616</td>
</tr>
<tr>
<td>0.2</td>
<td>0.009391</td>
<td>0.009379</td>
<td>0.093905</td>
<td>0.093799</td>
<td>0.469306</td>
<td>0.468781</td>
</tr>
<tr>
<td>0.4</td>
<td>0.037549</td>
<td>0.037502</td>
<td>0.187605</td>
<td>0.187367</td>
<td>0.467245</td>
<td>0.466664</td>
</tr>
<tr>
<td>0.6</td>
<td>0.084386</td>
<td>0.084279</td>
<td>0.280575</td>
<td>0.280221</td>
<td>0.461374</td>
<td>0.461158</td>
</tr>
<tr>
<td>0.8</td>
<td>0.146617</td>
<td>0.149485</td>
<td>0.371963</td>
<td>0.371496</td>
<td>0.451190</td>
<td>0.450640</td>
</tr>
<tr>
<td>1.0</td>
<td>0.230900</td>
<td>0.232901</td>
<td>0.460633</td>
<td>0.460657</td>
<td>0.434379</td>
<td>0.434461</td>
</tr>
<tr>
<td>1.2</td>
<td>0.333657</td>
<td>0.332329</td>
<td>0.545246</td>
<td>0.544577</td>
<td>0.410565</td>
<td>0.410114</td>
</tr>
<tr>
<td>1.4</td>
<td>0.450724</td>
<td>0.450163</td>
<td>0.624386</td>
<td>0.623632</td>
<td>0.379692</td>
<td>0.379311</td>
</tr>
<tr>
<td>1.6</td>
<td>0.582956</td>
<td>0.582238</td>
<td>0.696700</td>
<td>0.695878</td>
<td>0.342487</td>
<td>0.341817</td>
</tr>
<tr>
<td>1.8</td>
<td>0.728872</td>
<td>0.727932</td>
<td>0.761057</td>
<td>0.760154</td>
<td>0.300449</td>
<td>0.300220</td>
</tr>
<tr>
<td>2.0</td>
<td>0.886797</td>
<td>0.886981</td>
<td>0.816695</td>
<td>0.816680</td>
<td>0.255669</td>
<td>0.255742</td>
</tr>
<tr>
<td>2.2</td>
<td>1.049947</td>
<td>1.053604</td>
<td>0.863304</td>
<td>0.862370</td>
<td>0.210580</td>
<td>0.210553</td>
</tr>
<tr>
<td>2.4</td>
<td>1.231528</td>
<td>1.230769</td>
<td>0.901065</td>
<td>0.900685</td>
<td>0.167560</td>
<td>0.167613</td>
</tr>
<tr>
<td>2.6</td>
<td>1.414824</td>
<td>1.413202</td>
<td>0.930601</td>
<td>0.929672</td>
<td>0.128613</td>
<td>0.128650</td>
</tr>
<tr>
<td>2.8</td>
<td>1.603284</td>
<td>1.601475</td>
<td>0.952875</td>
<td>0.951655</td>
<td>0.095173</td>
<td>0.095175</td>
</tr>
<tr>
<td>3.0</td>
<td>1.795568</td>
<td>1.795708</td>
<td>0.969055</td>
<td>0.969226</td>
<td>0.067710</td>
<td>0.067701</td>
</tr>
<tr>
<td>3.2</td>
<td>1.990851</td>
<td>1.988382</td>
<td>0.980365</td>
<td>0.979481</td>
<td>0.046370</td>
<td>0.046445</td>
</tr>
<tr>
<td>3.4</td>
<td>2.187467</td>
<td>2.185048</td>
<td>0.987970</td>
<td>0.987067</td>
<td>0.030553</td>
<td>0.030605</td>
</tr>
<tr>
<td>3.6</td>
<td>2.385590</td>
<td>2.382922</td>
<td>0.992888</td>
<td>0.991978</td>
<td>0.019329</td>
<td>0.019384</td>
</tr>
<tr>
<td>3.8</td>
<td>2.584499</td>
<td>2.581560</td>
<td>0.995944</td>
<td>0.995025</td>
<td>0.011759</td>
<td>0.011784</td>
</tr>
<tr>
<td>4.0</td>
<td>2.783886</td>
<td>2.784203</td>
<td>0.997770</td>
<td>0.997444</td>
<td>0.006874</td>
<td>0.006854</td>
</tr>
<tr>
<td>4.2</td>
<td>2.983555</td>
<td>2.982079</td>
<td>0.998818</td>
<td>0.997928</td>
<td>0.003861</td>
<td>0.003743</td>
</tr>
<tr>
<td>4.4</td>
<td>3.183383</td>
<td>3.180128</td>
<td>0.999397</td>
<td>0.998880</td>
<td>0.002084</td>
<td>0.002151</td>
</tr>
<tr>
<td>4.6</td>
<td>3.382996</td>
<td>3.380582</td>
<td>0.999703</td>
<td>0.999066</td>
<td>0.001081</td>
<td>0.001024</td>
</tr>
<tr>
<td>4.8</td>
<td>3.583254</td>
<td>3.581748</td>
<td>0.999859</td>
<td>0.999504</td>
<td>0.000538</td>
<td>0.000586</td>
</tr>
<tr>
<td>5.0</td>
<td>3.783235</td>
<td>3.783726</td>
<td>0.999936</td>
<td>1.000000</td>
<td>0.000258</td>
<td>0.000210</td>
</tr>
</tbody>
</table>

Table 2: Numerical values of \( y(\eta), y'(\eta) \) and \( y''(\eta) \) using SIRKNTM (15) for \( \beta = 2 \)

<table>
<thead>
<tr>
<th>( \eta )</th>
<th>( y(\eta) )</th>
<th>( y'(\eta) )</th>
<th>( y''(\eta) )</th>
<th>( \eta )</th>
<th>( y(\eta) )</th>
<th>( y'(\eta) )</th>
<th>( y''(\eta) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>2.6</td>
<td>2.103000</td>
<td>0.998780</td>
<td>0.004201</td>
</tr>
<tr>
<td>0.2</td>
<td>0.031711</td>
<td>0.298317</td>
<td>2.8</td>
<td>2.103000</td>
<td>0.998780</td>
<td>0.004201</td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.114309</td>
<td>0.522928</td>
<td>3.0</td>
<td>2.502373</td>
<td>0.999703</td>
<td>0.001062</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>0.235872</td>
<td>0.684048</td>
<td>0.675100</td>
<td>3.2</td>
<td>2.702694</td>
<td>0.999853</td>
</tr>
<tr>
<td>0.8</td>
<td>0.384662</td>
<td>0.796773</td>
<td>0.462661</td>
<td>3.4</td>
<td>2.902673</td>
<td>0.999923</td>
</tr>
<tr>
<td>1.0</td>
<td>0.551707</td>
<td>0.871731</td>
<td>0.306113</td>
<td>3.6</td>
<td>3.102661</td>
<td>0.999952</td>
</tr>
<tr>
<td>1.2</td>
<td>0.731385</td>
<td>0.921429</td>
<td>0.197526</td>
<td>3.8</td>
<td>3.302652</td>
<td>0.999962</td>
</tr>
<tr>
<td>1.4</td>
<td>0.919081</td>
<td>0.953083</td>
<td>0.123980</td>
<td>4.0</td>
<td>3.502643</td>
<td>0.999964</td>
</tr>
<tr>
<td>1.6</td>
<td>1.111819</td>
<td>0.972702</td>
<td>0.075715</td>
<td>4.2</td>
<td>3.702636</td>
<td>0.999964</td>
</tr>
<tr>
<td>1.8</td>
<td>1.307645</td>
<td>0.984533</td>
<td>0.044985</td>
<td>4.4</td>
<td>3.902628</td>
<td>0.999951</td>
</tr>
<tr>
<td>2.0</td>
<td>1.505302</td>
<td>0.991456</td>
<td>0.025961</td>
<td>4.6</td>
<td>4.102619</td>
<td>0.999953</td>
</tr>
<tr>
<td>2.2</td>
<td>1.704026</td>
<td>0.995411</td>
<td>0.014576</td>
<td>4.8</td>
<td>4.302609</td>
<td>0.999945</td>
</tr>
<tr>
<td>2.4</td>
<td>1.903341</td>
<td>0.997602</td>
<td>0.007945</td>
<td>5.0</td>
<td>4.502537</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

IV. Discussion

The results in table 1 are in excellent agreement with those mentioned in the literature by using shooting method and results in table 2 present the numerical solution of Falkner-Skan equation for $\beta = 2$.

V. Conclusion

Through the approach presented in this paper, the SIRKNTM can be extended to solve higher order differential equations. The method requires less work with little cost (when compared with shooting technique method), possesses a gain in efficiency with no overlapping of results and larger $h_\infty$ for $\beta = 2$.
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