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Abstract. In this note, some fluctuation results for renormalized number of ancestors of a stationary quadratic 

continuous-state branching process are given. We consider three different cases: same time, different step 

width; different time, the same step width; adjacent time with the same step width. The Laplace transform of 

some related quantities is derived to prove this result. 
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I. Introduction 
Continuous state branching processes (CB processes) are non-negative real-valued Markov processes 

first introduced by Jirina [4] to model the evolution of large populations of small particles. Continuous state 

branching processes with immigration (CBI processes) are generalizations of those describing the situation 

where immigrants may come from outer sources, see e.g. Kawazu and Watanabe [5]. For a survey in this 

direction, you may refer to Li [7] and the reference therein. Since then they have been powerful tools in biology. 

In their seminar work, Chen and Delmas [2], stationary continuous-state branching process is considered and 

they use the immortal decomposition to calculate some quantities associated to the most recent common 

ancestor (MRCA) and the number of ancestor. They also consider the quadratic CB process as an example and 

then the renormalized fluctuation result for the number of ancestor is partially considered, and some interesting 

phenomenon is revealed. In this note, we are going to consider some fluctuation results associated to M𝑡
𝑠(to be 

specified later) for fixed time s in Section 2. To state our main result, we willprovide in the introduction some 

background in the following subsections. In particular, wefirst recall the definition of CB process in Subsection 

1.1, and then the tree formulation in Subsection1.2, the stationary CB process and the ancestor process 

associated to stationary CB process are respectively introduced in Subsection 1.3 and 1.4. 

 

1.1. Quadratic CB process. Consider a sub-critical branching mechanism 
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1.2. The real tree formulation. Define for r >0, 
0M r , the number of ancestors (the immortal individual 

excluded) at time −r of the current population at time 0. In order to define precisely this quantity, some finer 

structure for CB process is needed. We recall in what follows the genealogical tree for the CB process which is 

studied in Le Gall [6] or Duquesne and Le Gall [3]. Since the branching mechanism is quadratic, the 

corresponding Levy process is just the Brownian motion with drift. Let ),(  RtBB t
be a standard Brownian 

motion. We consider the Brownian motion ),(B  RtBt

 with negative drift and the corresponding 

reflected process above its minimum )),((  RttHH : 

 
We deduce from equation (1.7) in [3] that H is the height process associated to the branching mechanism  . 

For a function H, set max(H) = max(H(t), Rt ). Let N[dH] be the excursion measure of H above 

0normalized such that N[max(H) ≥ r] = c(r). Let ),),((   RtRxHl x

t
 be the local time of H at time t and 

level x. Let ζ = inf{t >0;H(t) = 0} be the duration of the excursion H under N[dH]. We recall that 

)),(( RrHl r


 under N is distributed as Y under ℕ. From now on we shall identify Y with )),(( RrHl r


 and 

write ℕ for N. We now recall the construction of the genealogical tree of the CB process Y from H. 

 

 

 

 

 
 

1.3. Stationary CB process. Let D be the space of cadlag paths having 0 as a trap. Consider underP a Poisson 

point measure 

 
Let E be the corresponding expectation. Forwarding to [2], Z is a CB process conditionally on non-extinction 

and moreover a stationary CB process (Certainly it can be treated as a CB process with immigration from Li 

[8]). Using the property of the Poisson point measure, we have: 
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1.4. The ancestor process.Let  

 

be a Poisson point measure with intensity dt2 ℕ[dH]. We will write
i

aY for )( ia Hl  for Ii . Thus

Ii Ht i
i ),(

 allows to code (on an enlarged space) the genealogy of Z defined by (5). 

Let r<t. Define explicitly the number of ancestors (excluding the immortal particle) at time r of the population 

living at timet, 
t

rM , by 

 

We will always identify 
rM 
with 

0

rM 
when there is no risk of confusion. Notice that for r larger than the time 

to most recent common ancestor (TMRCA) we have rM  = 0. It is easy to deduce the following identities. 

 
The next result is in a sense a consequence of the time reversibility of the process Y with respect to its lifetime ζ 

which was derived from [1]. 

 
Our first result concerns with the same current time s and different step width (Theorem2.1), that is, conditional 

on converges in the sense of finite dimensional to with  a Gaussian process. 

It is somewhat anti-intuitive. 

The second result considers with different current time is while with the same step width(Theorem 2.2): 

 

 
Subsection 2.2 and 2.3 are devoted to proving the two results using some induction tools. 

 

II. Main Results On The Number Of Ancestors 

In this section, we focus on the fluctuations on the number of ancestors 
s

tM associated toa fixed time s. In 

particular we shall deal with the fluctuations from three point of view: thesame starting time with different step 

width; different starting time with same step width;adjacent time with the same step width. 

 

2.1. Main Results. First let us recall some known results from [2]. For r >0, we note 
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We shall consider the normalized fluctuations for the number of ancestors in finite dimensions.The first main 

result associated to fixed time s with different step width is as follows: 

 
The second type of fluctuation is given as follows: 

 

 

Remark 2.3. Theorem 2.2 implies the processes sU  are independent for different s. 

Remark 2.4. For the third type of fluctuation on the process , we can only get the 

twodimensional convergence for this process, that is for α, η ≥ 0, 

 
It is not straightforward to get the finite dimensional convergence. 

 

2.2. Proof of Theorem 2.1. By stationarity, we may fix s = 0. We first get the Laplacetransform associated to M 

and 
0Z  in the n-dimensional case through induction. 

Let b<a,c.Recall that )(HR bc

ba



 denote the number of individuals (coded by H) at timea (born at time b) which 

is still alive at time c. Then we have 

Lemma 2.5. For i= 1, 2, · · · , n, let 0i and ntt 1 . Then 
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An application of (2) yields that 

 
 

By decomposition with respect to the birth time, for n = j + 1, we have: 

 
It is clear that for the first j terms, they appear just as in the n = j case. Besides the integrand in the (j + 1)-th 

term is the same as that of the last term in n = j case but with different integrating range. We denote the first j + 

1 terms as 1jF . Thus we have:
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Moreover we have: 

 
where it can be deduced from the n = j case that 

 
For 1 ≤ i ≤ n − 1, it is elementary to deduce that as r → 0+, 

 
The result thus follows.  

2.3. Proof of Theorem 2.2. Recall in the quadratic case, for 0, t , 
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We can further generalize this to ),2[   since for anyt>0, ),( tu  can be definedon )),([ tf with

, while .2)(  tf  

We consider the n-dimensional case as r >0 small enough, nss 1 and note 1ns . By stationarity 

and the similar calculations as that of Lemma 2.5, we have: 

Lemma 2.6. For 0,1 ,  iini  , we get: 

(13) 
 

 
 

Then we are ready to prove Theorem 2.2. The following is dedicated to this. 

Proof of Theorem 2.2.Note first that equation (13) can also be generalized to the negative case as illustrated 

above for u(λ, t).  

Now let )(,)(/ rcrc iiii   for ni 1 with the condition that  4
1

2 


n

i

i . We can get the 

convergence asr →0+ from (13) through approximation. 

First we deal with 1and 1  . We havethis yields 
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where we use the conditional on 

nsZ in the second equation. 

An application of Mukherjea et al [9] will give the result for any 0i . The result thus follows.  
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