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Abstract: The aim of this study is to propose the use of the fuzzy systematic technique as unifying format for analyzing diverse input data sources using both triangular fuzzy numbers (TFNs) and intuitionistic fuzzy numbers (IFNs). It focuses on converting three different data sources into the unifying format which consists of crisp values, interval values as well as linguistic expressions. This study utilized the experience of experts in order to construct the membership functions for the crisp datasets, while the advantages of both the TFNs and IFNs based on the cost-benefit criterion were employed respectively for datasets which occurred naturally in interval and linguistic forms. An empirical analysis related to the multi-criteria decision-making (MCDM) problem was employed to demonstrate the feasibility and suitability of the proposed approach. The results show that the approach is well-suited, capable and efficient as a unifying tool for both TFNs and IFNs, particularly for solving MCDM problems. It offers a versatile judgment, has clear procedures and also has great potential as a unifying tool for three input data sources which are diverse in nature. Thus, it helps decision-makers (DMs) make their decisions with ease and in a systematic manner.
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I. Introduction

Recently, the unifying format has been viewed with increasing concern by researchers in the decision-making process. The requirements are vital and more significant in real-world applications because most of the input datasets are uncertain, vague and imprecise in nature. Although many researchers are aware and concerned about these issues, efforts have not really been concentrated on direct discussions regarding how evaluators can unify input datasets from different sources.

Multi-criteria decision-making (MCDM) in particular, has also played an increasingly vital role in the unifying format particularly in real-world applications such as in biomass studies, medical image analysis, computing, industrial engineering and business management [1-5]. In a fuzzy MCDM problem for example, the decision-makers (DMs) evaluate the importance of the criteria and sub-criteria using direct assignment of linguistic variables. According to [6], in order to deal with the qualitative and quantitative original datasets, two methods were utilized where: i) qualitative data in the form of fuzzy linguistic variables issued to construct the linguistic values and derive its corresponding value to the triangular fuzzy numbers, and ii) quantitative data, through consultations with DMs, is used to estimate reasonable data input based on their expertise and experiences. Currently, the evolution of the MCDM problem involves diverse input datasets. It may include different data sources such as crisp values, interval values as well as linguistic expression or forms.

However, classical MCDM methods are unrealistic because they only consider crisp datasets. For example, in a job selection environment which has three alternatives - clerk, teacher and businessman - each alternative would involve four criteria: salary, security, location and benefits. In this context, crisp datasets cannot be evaluated by DMs for the location criteria due to the influence of a variety of other factors (i.e., sub-criteria). This will cause uncertainty in input datasets such as unquantifiable, unobtainable and incomplete information, and partial ignorance [7]. Moreover, in this classical method, diversity of input datasets (e.g., different in nature) is also less discussed in the decision-making process.

In MCDM problems which utilize the cost-benefit criteria such as supplier selection [8] and project evaluation [9], there are various problems involving diverse variables which may emerge. Both the qualitative and quantitative cost-benefit-based techniques are applicable and promising as compared to the classical method. Since this classical method cannot overcome this aspect of uncertainty, a prospective method has been introduced [10]. Therefore, fuzzy methods, probabilistic information and DM’s attitudes under uncertainty has been proposed by [11]. For example, [12] introduced the preferences element under uncertainty for DMs to
make a decision in a simple manner. The MCDM model can be built up based on evidence source to be combined, discounting operations and reliability of the evaluation method [13]. In this paper, we present the systematic approach using the fuzzy unifying format for diverse input datasets for MCDM using both TFNs and IFNs. Based on past works, many studies have adopted the fuzzy unifying format to overcome certain problems. The fuzzy unifying format has been adopted in managing feasibility and performance in Indoor Environment Quality (IEQ). But fuzzy unifying format needs a higher computational of the fuzzy formalism. Hence, the unifying controller has benefited in accommodate and overcome the traditional controller [14]. Besides, [15] have introduced fuzzy unification to overcome in agent communication languages due to the missing parameters and mismatch of predicates and parameters.

The main objective of this paper is to propose the use of the fuzzy systematic technique as a unifying format for analyzing diverse MCDM input data sources using both triangular fuzzy numbers (TFNs) and intuitionistic fuzzy numbers (IFNs). The structure of this paper is as follows; firstly, we provide a brief review of basic important definitions and properties of fuzzy unifying (Section 2). Then, in Section 3, we explain the proposed unifying procedures for fuzzy and intuitionistic fuzzy approaches by using triangular fuzzy numbers (TFNs) and intuitionistic fuzzy numbers (IFNs). To make our proposed method clearer, an empirical example is presented in Section 4 for both the fuzzy and intuitionistic fuzzy analyses based on the same case study. Finally, Section 5 contains brief conclusions.

II. Preliminaries

In this section, some basic important definitions and properties regarding fuzzy sets, intuitionistic fuzzy numbers, triangular fuzzy numbers, and the cost-benefit criterion for TFNs and IFNs are briefly reviewed. These basic definitions and notations below will be used throughout this paper.

**Definition 1.** A fuzzy set $A$ in the universe of discourse $X = \{x_1, x_2, ..., x_n\}$ is defined as [16]:

$$A = \{(x, \mu_A(x))| x \in X\}$$

which is characterized by the membership function $\mu_A(x): X \rightarrow [0, 1]$, where $\mu_A(x)$ indicates the membership degree of the element $x$ to the set $A$.

**Definition 2.** A triangular fuzzy number $\tilde{t}$ is defined by a triplet $(a, b, c)$. The membership function is defined as [16]:

$$\mu_{\tilde{t}}(x) = \begin{cases} 
\frac{x - a}{b - a}, & a \leq x \leq b \\
\frac{c - x}{c - b}, & b \leq x \leq c \\
0, & \text{otherwise}
\end{cases}$$

The triangular fuzzy number is based on a triplet form; the minimum possible value $a$, the most possible value $b$ and the maximum possible value $c$. Table 1 shows the example of linguistic variables for ratings and their TFNs.

<table>
<thead>
<tr>
<th>Linguistic terms</th>
<th>TFNs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very low (VL)</td>
<td>(0.0, 0.1, 0.2)</td>
</tr>
<tr>
<td>Low (L)</td>
<td>(0.1, 0.2, 0.3)</td>
</tr>
<tr>
<td>Medium low (ML)</td>
<td>(0.2, 0.3, 0.4)</td>
</tr>
<tr>
<td>Medium (M)</td>
<td>(0.3, 0.5, 0.7)</td>
</tr>
<tr>
<td>Medium high (MH)</td>
<td>(0.6, 0.7, 0.8)</td>
</tr>
<tr>
<td>High (H)</td>
<td>(0.7, 0.8, 0.9)</td>
</tr>
<tr>
<td>Very high (VH)</td>
<td>(0.8, 0.9, 1.0)</td>
</tr>
</tbody>
</table>

To deal with the diversity of input data sources in MCDM problems, the views of experts are utilized in order to construct the membership functions for the crisp data, while the advantages of TFNs based on the cost-benefit criterion were employed for the data both naturally in interval and in linguistic form. Thus, some definitions and related properties based on the cost-benefit criterion are as follows:

**Definition 3.** Let $\tilde{a}_{ij} = (a_{ij}, b_{ij}, c_{ij}) = (i = 1, 2, ..., n; j = 1, 2, ..., m)$, thus we employed the method by [17] and is given as:

$$\bar{U} = (\tilde{a}_{ij})_{n \times m}$$
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where \( \tilde{a}_{ij} = \left( \frac{a_{ij}}{M}, \frac{b_{ij}}{M}, \frac{c_{ij}}{M} \right) ; i = 1, 2, \ldots, n; j \in \omega_1 \) \( \tilde{a}_{ij} = \left( \frac{N-c_{ij}}{N}, \frac{N-b_{ij}}{N}, \frac{N-a_{ij}}{N} \right) ; i = 1, 2, \ldots, n; j \in \omega_2 \)

\[
M = \max_i c_{ij}, j \in \omega_1 \text{(benefit - criteria)}; N = \max_i c_{ij}, j \in \omega_2 \text{(cost - criteria)}
\]

The higher the value of \( \tilde{a}_{ij} \) for \( \omega_1 \), the better it is for DMs and the lower the value of \( \tilde{a}_{ij} \) for \( \omega_2 \), the better it is for the DMs. This unifying process preserves the property in the range of [0, 1].

Meanwhile for IFNs based on the cost-benefit criterion, the definition and properties are as below:

**Definition 4.** Let \( X \) be an arbitrary finite non-empty set. An IFS (Intuitionistic fuzzy set) in \( A \) is an expression \( A \) given by [18]:

\[
A = \{ (x, \mu_x(x), \nu_x(x)) | x \in X \}
\]

where \( \mu_x(x) : X \rightarrow [0,1] ; \nu_x(x) : X \rightarrow [0,1] \) with the condition: \( 0 \leq \mu_x(x) + \nu_x(x) \leq 1 \) for all \( x \) in \( X \). The numbers \( \mu_x(x) \) and \( \nu_x(x) \) denote, respectively, the degree of the membership and the degree of the non-membership of the element \( x \) in the set \( A \). The notation of IFS ‘\( A \)’ is defined as follows:

\[
\pi_x(x) = 1 - \mu_x(x) - \nu_x(x); \pi_x : X \rightarrow [0,1]
\]

\( \pi_x(x) \) represents the degree of hesitation or intuitionistic index or non-determinacy of \( x \) to \( A \). Therefore, for ordinary fuzzy sets, the degree of hesitation \( \pi_x(x) = 0 \).

For convenience of computation, an intuitionistic fuzzy number (IFN) is viewed as \( \alpha = (\mu_\alpha, \nu_\alpha, \pi_\alpha) \) where \( \mu_\alpha \in [0,1], \nu_\alpha \in [0,1]; \mu_\alpha + \nu_\alpha \leq 1, \pi_\alpha = 1 - \mu_\alpha - \nu_\alpha \)

Table 2 shows the example of linguistic terms for ratings and their IFNs.

<table>
<thead>
<tr>
<th>Linguistic terms</th>
<th>IFNs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very low (VL)</td>
<td>(0.98, 0.02, 0.00)</td>
</tr>
<tr>
<td>Low (L)</td>
<td>(0.75, 0.15, 0.10)</td>
</tr>
<tr>
<td>Medium low (ML)</td>
<td>(0.65, 0.25, 0.10)</td>
</tr>
<tr>
<td>Medium (M)</td>
<td>(0.50, 0.35, 0.15)</td>
</tr>
<tr>
<td>Medium high (MH)</td>
<td>(0.35, 0.55, 0.10)</td>
</tr>
<tr>
<td>High (H)</td>
<td>(0.15, 0.75, 0.10)</td>
</tr>
<tr>
<td>Very high (VH)</td>
<td>(0.02, 0.98, 0.00)</td>
</tr>
</tbody>
</table>

In MCDM problems, the values of different criteria have different dimensions. The crisp numbers in the unifying decision need to be standardized in order to eliminate interference in the final results. Generally, there are two types of criteria, the benefit as well as the cost. The higher the value of the benefit type, the better it is, while in the cost type, it is the opposite.

**Definition 5.** Conversion between exact values to IFNs by [19]. Let \( \hat{a}_{ij} \) be the exact value, for the benefit type, and the standardizing formulae listed as follows:

\[
b_{ij} = \frac{\hat{a}_{ij}}{\sum_{a_{ij} = 1}^{m} \hat{a}_{ij}} ; i = 1, 2, \ldots, m; j \in \omega_1 \text{(benefit-criterion)}
\]

For the cost type, the standardizing formulae listed as follows:

\[
b_{ij} = \frac{1}{\sum_{a_{ij} = 1}^{m} \hat{a}_{ij}} ; i = 1, 2, \ldots, m; j \in \omega_2 \text{(cost-criterion)}
\]

Standardized precise numbers can be transformed into IFNs \( a_{ij} = (\mu_{ij}, \nu_{ij}, \pi_{ij}) \). Consider the following:
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\[ \mu_{ij} = b_{ij}, \quad \nu_{ij} = 1 - b_{ij}, \quad \pi_{ij} = 0. \]  

**Definition 6.** Conversion between interval values to IFNs by [19]. Let \( a_{ij} \) be the interval value, for the benefit type, and the standardizing formulae are listed as follows:

\[
\begin{align*}
 b^U_{ij} &= \frac{1/a_{ij}}{\sum_{i=1}^{m} (1/a_{ij})} \\
 b^L_{ij} &= \frac{1/a_{ij}}{\sum_{i=1}^{m} (1/a_{ij})} \\
 i &= 1, 2, \ldots, m; j \in \omega_1 \text{ (benefit-criterion)}
\end{align*}
\]

For the cost type, the standardizing formulae are listed as follows:

\[
\begin{align*}
 b^U_{ij} &= \frac{1}{a_{ij}} \\
 b^L_{ij} &= \frac{1}{a_{ij}} \\
 i &= 1, 2, \ldots, m; j \in \omega_2 \text{ (cost-criterion)}
\end{align*}
\]

Standardized precise numbers can be transformed into IFNs \( a_{ij} = (\mu_{ij}, \nu_{ij}, \pi_{ij}) \). Consider the following:

\[
\begin{align*}
 \mu_{ij} &= b^U_{ij}, \\
 \nu_{ij} &= 1 - b^L_{ij}, \\
 \pi_{ij} &= b^L_{ij} - b^U_{ij}. \quad (12)
\end{align*}
\]

**Definition 7.** Cost-benefit criterion for IFNs by [20]. We consider an intuitionistic fuzzy number (IFN), and this is viewed as \( \alpha = (\mu_{a}, \nu_{a}, \pi_{a}) \) where \( \mu_{a} \in [0,1], \nu_{a} \in [0,1]; \mu_{a} + \nu_{a} \leq 1, \pi_{a} = 1 - \mu_{a} - \nu_{a} \). Then IFNs for the cost criterion

\[
\bar{\alpha} = (v_{a}, \mu_{a}, \pi_{a}) \quad (13)
\]

where \( \mu_{a} \in [0,1], v_{a} \in [0,1]; v_{a} + \mu_{a} \leq 1, \pi_{a} = 1 - v_{a} - \mu_{a} \), and IFNs for the benefit criterion

\[
\alpha = (\mu_{a}, v_{a}, \pi_{a}) \quad (14)
\]

where \( \mu_{a} \in [0,1], v_{a} \in [0,1]; \mu_{a} + v_{a} \leq 1, \pi_{a} = 1 - \mu_{a} - v_{a} \)

### III. Our Proposed Unifying Process using Both the TFNs and IFNs

For easy understanding of our proposed unifying approach in MCDM problems, we perform the unifying process using 5 main procedures as below.

#### 3.1 Problem definitions and formulation

Let \( U \) be the decision matrix (where the entry \( u_{ij} \) represents the rating of alternative \( A_i \) with respect to criterion \( C_j \)), and \( W \) as the weight vector (where \( w_j \) represents the weight of criterion \( C_j \)) can be concisely expressed as: \( U = [u_{ij}] \) and \( W = [w_j] \); where \( i = 1, \ldots, m \) and \( j = 1, \ldots, n \). Where \( A_i (i = 1, \ldots, m) \) is \( m \) alternatives and \( n \) criteria \( C_j (j = 1, \ldots, n) \). Please take note that this step - problem definitions and formulation - is needed for both the TFN and IFN applications.

#### 3.2 Unifying Process

Two methods were employed to unify the non-homogenous input data sources to derive the score values.

i. The original data is represented by a crisp value, as per feedback from the expert; the membership function was constructed to derive the membership values for TFNs, while equations (7) – (12) are utilized for IFNs.

ii. The original data is represented by interval and linguistic terms, and we employed both (3) – (4) for TFNs, while (13) – (14) have been utilized for IFNs. Both TFNs and IFNs are based on cost-criterion or benefit-criterion, respectively.

#### 3.3 Performance Matrix

The performance matrix of the problem is calculated according to the nature of input datasets given as \( \tilde{U} \) for TFNs and \( \tilde{U} \) for IFNs as shown below
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Let $A_1, A_2, \ldots, A_m$ be possible alternatives, $C_1, C_2, \ldots, C_n$ are criteria measured using TFNs and IFNs, respectively.

$$\tilde{u}_{ij} = (a_{ij}, b_{ij}, c_{ij})$$ is the triplet of the TFNs and $\tilde{u}_{ij} = (\mu_{ij}, v_{ij}, \pi_{ij})$ is IFNs.

### 3.4 Performance index

To evaluate the performance index (PI), the vertex method by [21] is used with reference to ideal solutions [22]. Let $\tilde{x} = (a_x, b_x, c_x)$ and $\tilde{y} = (a_y, b_y, c_y)$ be two positive TFNs, then the vertex method defines the distance between them as:

$$d(\tilde{x}, \tilde{y}) = \sqrt{\frac{1}{n}[(a_x-a_y)^2+(b_x-b_y)^2+(c_x-c_y)^2]}$$  \hspace{1cm} (15)

We define the positive ideal solution (PIS) $\tilde{u}_i^* = (1, 1, 1)$ and the negative ideal solution (NIS) $\tilde{u}_i^- = (0, 0, 0)$ and the distance between each alternative and the positive and negative ideal solutions are calculated as:

$$d_i^* = \sum_{j=1}^{n} d(\tilde{u}_{ij}^*, \tilde{u}_i^*)$$  \hspace{1cm} (16)

$$d_i^- = \sum_{j=1}^{n} d(\tilde{u}_{ij}, \tilde{u}_i^-)$$  \hspace{1cm} (17)

where $i = 1, \ldots, m$ and $j = 1, \ldots, n$.

Then we calculate PI for each alternative as:

$$PI_i = \frac{1}{2n} [d_i^- + n - d_i^+]$$  \hspace{1cm} (18)

where $i = 1, \ldots, m$, and $n$ is the number of criteria.

Meanwhile for IFNs, the PI, the intuitionistic fuzzy weighted averaging (IFWA) operator proposed by [23] is used as:

$$\alpha_{ij} = IFWA_{\beta}(\alpha_{ij}^{(1)}, \alpha_{ij}^{(2)}, \ldots, \alpha_{ij}^{(t)}) = \beta_1 \alpha_{ij}^{(1)} \oplus \beta_2 \alpha_{ij}^{(2)} \oplus \cdots \oplus \beta_t \alpha_{ij}^{(t)}$$  \hspace{1cm} (19)

where

$$\alpha_{ij} = (\mu_{ij}, v_{ij}, \pi_{ij}), \mu_{ij} = 1 - \prod_{k=1}^{t} (1 - \mu_{ij}^{(k)})^{\beta_k}, v_{ij} = \prod_{k=1}^{t} v_{ij}^{(k)}^{\beta_k}, \pi_{ij} = \prod_{k=1}^{t} (1 - \mu_{ij}^{(k)})^{\beta_k}$$

$$i \in M, j \in N$$

Then, the intuitionistic fuzzy entropy weight of each aggregated of each row of IFN matrix is defined as:

$$\overline{\omega}_i = -\frac{1}{n \ln 2} \left[ \mu_i \ln \mu_i + v_i \ln v_i - (1 - \pi_i) \ln (1 - \pi_i) - \pi_i \ln 2 \right]$$  \hspace{1cm} (20)

Here if $\mu_i = 0, v_i = 0, \pi_i = 1$ then $\mu_i \ln \mu_i = 0, v_i \ln v_i = 0, (1 - \pi_i) \ln (1 - \pi_i) = 0$ and if $\mu_i = 1, v_i = 0, \pi_i = 0$ then $\mu_i \ln \mu_i = 0, v_i \ln v_i = 0, (1 - \pi_i) \ln (1 - \pi_i) = 0$ respectively. Thus, the final weight/performance index (PI) for each alternative is given as:

$$w_i = \frac{1 - \overline{\omega}_i}{n - \sum_{j=1}^{n} \overline{\omega}_i}$$  \hspace{1cm} (21)

where $\sum_{j=1}^{n} w_i = 1$.
3.5 Rank the alternatives
Rank all the alternatives based on the performance index (PI) and the closer the PI is to 1, the better the alternative’s performance.

IV. An Empirical Example
Let us illustrate our proposed method using a hypothetical example of a car selection problem. In this calculation example, suppose that a potential buyer would like to buy a Ford car. Assuming that a single decision-maker (i.e., a buyer) is involved in this selection process, let \( A_i (i = 1, 2, 3) \) be cars which may be considered as: \( A_1 \) as a Fiesta, \( A_2 \) as an Escort, and \( A_3 \) as a Mondeo. A criterion which the decision-maker must consider to buy a car, \( \{ C_1, C_2, C_3, C_4, C_5 \} \) and is represented as \{price, cargo volume, maximum speed, acceleration, safety\}. Based on the above situation, the unifying procedures from Section 3 are given as follows:

Step 1: Problem definitions and formulation
According to the entire criteria, \( C_1, C_2, C_3, C_4, C_5 \) \{price, cargo volume, maximum speed, acceleration,\} are quantitative data and \( C_5 \) \{safety\} is qualitative data. Specifically, the following criteria; \( C_1 \) \{price\} and \( C_3 \) \{maximum speed\} are both in interval datasets, \( C_2 \) \{cargo volume\} and \( C_4 \) \{acceleration\} are both in exact figures and lastly \( C_5 \) \{safety\} is in linguistic form. Table 3 shows all the alternatives and criteria for a car selection problem.

<table>
<thead>
<tr>
<th>Alternative</th>
<th>Price, ( C_1 ) (RM '000)</th>
<th>Cargo volume, ( C_2 ) (dm(^3))</th>
<th>Maximum speed, ( C_3 ) (km/h)</th>
<th>Acceleration, ( C_4 ) (Sec)</th>
<th>Safety, ( C_5 ) (linguistic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiesta, ( A_1 )</td>
<td>[85, 90]</td>
<td>250</td>
<td>[153, 180]</td>
<td>15.3</td>
<td>Medium (( M ))</td>
</tr>
<tr>
<td>Escort, ( A_2 )</td>
<td>[110, 145]</td>
<td>380</td>
<td>[177, 195]</td>
<td>12.3</td>
<td>High (( H ))</td>
</tr>
<tr>
<td>Mondeo, ( A_3 )</td>
<td>[135, 180]</td>
<td>480</td>
<td>[195, 210]</td>
<td>11.1</td>
<td>Very High (( VH ))</td>
</tr>
</tbody>
</table>

Note: USD1 = RM4 (Approx.)

4.1 Unifying Process using TFNs
Step 2: Unifying process
We have identified \( C_1 \) \{price\} and \( C_4 \) \{acceleration\} as cost criteria, while \( C_2 \) \{cargo volume\} and \( C_3 \) \{maximum speed\} are benefit criteria. Since \( C_2 \) \{cargo volume\} and \( C_3 \) \{acceleration\} are both represented by crisp values, then the membership function was constructed to derive the membership values. Furthermore \( C_1 \) \{price\} and \( C_5 \) \{maximum speed\} are represented by intervals, so we converted them into TFNs after consulting an expert. For example, \( C_1 \) \{price\} of \( A_1 \) (85, 87, 90) represents (standard, premium, luxury) prices. Meanwhile, \( C_3 \) \{maximum speed\} is represented by TFNs as in definition 1 (minimum possible value, most possible value, maximum possible value). For qualitative input datasets, \( C_5 \) \{safety\}, we constructed the membership functions based on linguistic values for criteria rating purposes (see Table 1). Then two methods were employed to derive the score values.

i. The original data is represented by crisp values, so as per feedback from the expert; the membership function was constructed to derive the membership values.

ii. The original data is represented by interval and linguistic values, so the advantages of triangular fuzzy numbers (TFNs) were employed and the unifying processes were derived based on either the cost criteria from (3) or benefit criteria from (4).

All the unifying processes from raw dataset into TFNs in the range of [0, 1] are shown in Table 4.
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Benefit criteria

<table>
<thead>
<tr>
<th>Cargo volume, $C_2$</th>
<th>TFN's</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$ 250 $(x - 240)$, $200 \leq x \leq 500$</td>
<td>$(0.0408, 0.0408, 0.0408)$</td>
</tr>
<tr>
<td>$A_2$ 380 $\frac{x}{245}$, $1, 500 &lt; x$</td>
<td>$(0.5714, 0.5714, 0.5714)$</td>
</tr>
<tr>
<td>$A_3$ 480 $(0.9796, 0.9796, 0.9796)$</td>
<td></td>
</tr>
</tbody>
</table>

Maximum speed, $C_3$

<table>
<thead>
<tr>
<th>TFN's</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$ [153, 180] $(153, 170, 180)$</td>
</tr>
<tr>
<td>$A_2$ [177, 195] $(177, 185, 195)$</td>
</tr>
<tr>
<td>$A_3$ [195, 210] $(195, 200, 210)$</td>
</tr>
</tbody>
</table>

Safety, $C_5$

<table>
<thead>
<tr>
<th>TFN's</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$ Medium ($M$) $(0.3000, 0.5000, 0.7000)$</td>
</tr>
<tr>
<td>$A_2$ High ($H$) $(0.7000, 0.8000, 0.9000)$</td>
</tr>
<tr>
<td>$A_3$ Very High ($VH$) $(0.8000, 0.9000, 1.0000)$</td>
</tr>
</tbody>
</table>

Note: USD1 = RM4(Approx.)

The higher the value of $u_{ij}$ for $\omega_1$, the better it is for DMs and the lower the value of $u_{ij}$ for $\omega_2$, the better it is for the DMs.

Step 3: Performance matrix

Since $C_2$ (cargo volume) and $C_4$ (acceleration) are exact values, hence we derived their corresponding values to TFNs. The overall scores were expressed in the performance matrix as shown in Table 5.

<table>
<thead>
<tr>
<th>System</th>
<th>Price, $C_1$</th>
<th>Cargo volume, $C_2$</th>
<th>Max. speed, $C_3$</th>
<th>Acceleration, $C_4$</th>
<th>Safety, $C_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>(0.4944, 0.5167, 0.5278)</td>
<td>(0.0408, 0.0408, 0.0408)</td>
<td>(0.9000, 0.8095, 0.8571)</td>
<td>(0.6467, 0.6467, 0.6467)</td>
<td>(0.3000, 0.5000, 0.7000)</td>
</tr>
<tr>
<td>$A_2$</td>
<td>(0.1944, 0.2778, 0.3889)</td>
<td>(0.5714, 0.5714, 0.5714)</td>
<td>(0.8429, 0.8810, 0.9286)</td>
<td>(0.8467, 0.8467, 0.8467)</td>
<td>(0.7000, 0.8000, 0.9000)</td>
</tr>
<tr>
<td>$A_3$</td>
<td>(0.000, 0.1667, 0.2500)</td>
<td>(0.9796, 0.9796, 0.9796)</td>
<td>(0.9286, 0.9524, 1.0000)</td>
<td>(0.9267, 0.9267, 0.9267)</td>
<td>(0.8000, 0.9000, 1.0000)</td>
</tr>
</tbody>
</table>

Step 4: Performance index

The distance to the PIS and NIS were calculated to obtain the performance index of each alternative using (16) – (17), respectively. Table 6 shows the performance index of the alternatives.

<table>
<thead>
<tr>
<th>Alternative</th>
<th>Distance to the positive ideal solution</th>
<th>Distance to the negative ideal solution</th>
<th>PI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>2.3612</td>
<td>2.5830</td>
<td>0.5222</td>
</tr>
<tr>
<td>$A_2$</td>
<td>1.6364</td>
<td>3.4050</td>
<td>0.6769</td>
</tr>
<tr>
<td>$A_3$</td>
<td>1.1397</td>
<td>3.9443</td>
<td>0.7805</td>
</tr>
</tbody>
</table>

Step 5: Performance and ranking of the alternatives

<table>
<thead>
<tr>
<th>Alternative</th>
<th>Fiesta, $A_1$</th>
<th>Escort, $A_2$</th>
<th>Mondeo, $A_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI Order</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>PI Order</td>
<td>0.5222</td>
<td>0.6769</td>
<td>0.7805</td>
</tr>
</tbody>
</table>

Thus, we ranked all the alternatives using (18) and the results are shown in Table 7. Apparently, $A_3$ {Mondeo} is the best option due to the highest PI as compared to other alternatives. The rank is $A_3 > A_2 > A_1$ where ‘>’ means ‘more superior’ or ‘preferred’.

4.2 Unifying Process using IFNs

Based on Step 1 from Section 4 above, now we proceed directly to the unifying process using IFNs as:
Step 2: Unifying process
At this stage, two methods were employed to derive the score values:
i. The original data is represented by crisp values: \( C_4 \)\{acceleration\} and \( C_2 \)\{cargo volume\} and also interval values: \( C_1 \)\{price\} and \( C_3 \)\{maximum speed\}, so as per feedback from the expert; the membership function was constructed to derive the IFNs and normalize its cost-benefit criterion using (7)-(12).
ii. The original data is represented by linguistic variables, \( C_5 \)\{safety\} (see Table 2) for its IFNs and we normalized its cost-benefit criterion using (13) - (14).

The unifying process from raw datasets into IFNs is shown in Table 8 below.

<table>
<thead>
<tr>
<th>Cost criteria</th>
<th>Price, ( C_1 )</th>
<th>Acceleration, ( C_4 )</th>
<th>Cargo volume, ( C_2 )</th>
<th>Maximum speed, ( C_3 )</th>
<th>Safety, ( C_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(RM '000)</td>
<td>IFN’s</td>
<td>(Sec)</td>
<td>(dm(^3))</td>
<td>(km)</td>
<td>linguistic</td>
</tr>
<tr>
<td>( A_1 )</td>
<td>(0.6689, 0.1720, 0.1591)</td>
<td>15.3 (0.4742, 0.5258, 0.0000)</td>
<td>250 (0.3781, 0.6219, 0.0000)</td>
<td>[153, 180] (0.4521, 0.4090, 0.1389)</td>
<td>Medium (M) (0.5000, 0.3500, 0.1500)</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>(0.4152, 0.3602, 0.2246)</td>
<td>12.3 (0.5899, 0.4101, 0.0000)</td>
<td>380 (0.5746, 0.4254, 0.0000)</td>
<td>[177, 195] (0.5230, 0.3598, 0.1172)</td>
<td>High (H) (0.6500, 0.2500, 0.1000)</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>(0.3345, 0.4787, 0.1869)</td>
<td>11.1 (0.6536, 0.3464, 0.0000)</td>
<td>480 (0.7259, 0.2741, 0.0000)</td>
<td>[195, 210] (0.5762, 0.3105, 0.1133)</td>
<td>Very High (VH) (0.7500, 0.1500, 0.1000)</td>
</tr>
</tbody>
</table>

Note: USD1 = RM4(Approx.)

Step 3: Performance matrix
The overall scores were expressed in the performance matrix as shown in Table 9.

<table>
<thead>
<tr>
<th>Price, ( C_1 )</th>
<th>Cargo volume, ( C_2 )</th>
<th>Max. speed, ( C_3 )</th>
<th>Acceleration, ( C_4 )</th>
<th>Safety, ( C_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(RM '000)</td>
<td>(Sec)</td>
<td>(dm(^3))</td>
<td>(km)</td>
<td>linguistic</td>
</tr>
<tr>
<td>( A_1 )</td>
<td>(0.6689, 0.1720, 0.1591)</td>
<td>15.3 (0.4742, 0.5258, 0.0000)</td>
<td>250 (0.3781, 0.6219, 0.0000)</td>
<td>Medium (M) (0.5000, 0.3500, 0.1500)</td>
</tr>
<tr>
<td>( A_2 )</td>
<td>(0.4152, 0.3602, 0.2246)</td>
<td>12.3 (0.5899, 0.4101, 0.0000)</td>
<td>380 (0.5746, 0.4254, 0.0000)</td>
<td>High (H) (0.6500, 0.2500, 0.1000)</td>
</tr>
<tr>
<td>( A_3 )</td>
<td>(0.3345, 0.4787, 0.1869)</td>
<td>11.1 (0.6536, 0.3464, 0.0000)</td>
<td>480 (0.7259, 0.2741, 0.0000)</td>
<td>Very High (VH) (0.7500, 0.1500, 0.1000)</td>
</tr>
</tbody>
</table>

Step 4: Performance index
We calculated the aggregated matrix and entropy weight to obtain PI of each alternative using (19) – (21). Table 10 shows the performance index of the alternatives.
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Step 5: Performance and ranking of the alternatives

Table 10. The Aggregated Matrix, Entropy Weight and PI of Alternatives

<table>
<thead>
<tr>
<th>Alternative</th>
<th>Aggregated matrix</th>
<th>Entropy weight</th>
<th>Final weight/Performance index (PI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiesta, A₁</td>
<td>(0.9703, 0.0081, 0.0216)</td>
<td>0.02964596</td>
<td>0.3299394</td>
</tr>
<tr>
<td>Escort, A₂</td>
<td>(0.9830, 0.0057, 0.0114)</td>
<td>0.020539634</td>
<td>0.33303573</td>
</tr>
<tr>
<td>Mondeo, A₃</td>
<td>(0.9933, 0.0021, 0.0046)</td>
<td>0.00880753</td>
<td>0.33702487</td>
</tr>
</tbody>
</table>

We ranked all the alternatives based on their PI. From Table 11, the results show that the final ranking remained unchanged and is similar to the result when we used the unifying by TFNs method (subsection 4.1): A₁ > A₂ > A₃, where ‘˃’ means ‘more superior’ or ‘preferred’.

V. Conclusion

In this paper, we have presented the unifying process using TFNs and IFNs which are highly beneficial in terms of applicability and efficiency for uniform data from diverse input datasets from the fuzzy and intuitionistic fuzzy perspectives. It is very useful in a variety of real-world decision-making situations which involve diverse input datasets. In particular, the TFNs based on the cost-benefit criterion is an approach that can adequately manage the imprecision and uncertainty of the human decision judgment and provide flexibility to DMs. Meanwhile, the IFNs based on the cost-benefit criterion approach is used to normalize non-homogenous criteria. The approach proposed in this study has the ability to overcome the drawbacks of individual TFN and IFN approaches to deal with diversified datasets such as crisp, interval and linguistic terms. Moreover, the proposed approach in this study also offers versatile judgment, has clear procedures and also has great potential as a unifying tool for decision-making purposes. Thus, it helps the decision-makers (DMs) to make their decision easily and in a systematic manner. For future work, the sensitivity analysis could be equipped in the proposed approach to ensure the results in any case studies are more feasible and acceptable in terms of their final outcomes.
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