On the Asymptotic Behavior of Solutions for a Class of Second Order Nonlinear Difference Equations

V. Sadhasivam¹, Pon. Sundar² and A. Santhi³

¹³PG and Research Department of Mathematics, Thiruvalluvar Government Arts College, Rasipuram, Namakkal – 637 401, Tamil Nadu, India.
²Om Muruga College of Arts and Science, Salem – 636 303, Tamil Nadu, India.

Abstract: We study the asymptotic behaviour of solutions for a class of second order nonlinear difference equations. Using Bihari’s inequality, we obtain conditions under which all solutions are asymptotic to $an+b$ as $n \to \infty$, where $a$ and $b$ are real constants.
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I. Introduction

In this paper, we are concerned with the nonlinear difference equation

$$\Delta^2 u(n) + f(u,n,\Delta u)=0$$

which is used in modeling of a large number of physical systems. Here $\Delta$ is the forward difference operator defined by $\Delta x(n) = x(n+1) - x(n)$ where $n \in N_0 = \{n_0,n_0+1,n_0+2,\ldots\}$ and $n_0 \in \mathbb{Z}^+$.

By a solution of equation (1), we mean a sequence of real numbers which is defined for $n > n_0$ and which satisfies equation (1). A solution $\{x(n)\}$ is said to be oscillatory if it is neither eventually positive nor eventually negative and it is nonoscillatory otherwise. Asymptotic behavior of solutions of second order difference equations have been studied by many authors, for example see [5, 7-16] and the references cited there in. For a general background on difference equations see the monographs [1, 2, 17].

II. Main Results

We begin with the following result.

Theorem 2.1. Suppose that the function $f(n,u,v)$ satisfies the following conditions.

(i) $f$ is continuous in $D = \{(n,u,v)|n \in N_0, u,v \in \mathbb{R}\}$, where $n_0 \geq 1$;

(ii) There exists two sequences $h(n)$ and $g(n)$ such that

$$|f(n,u,v)| \leq h(n)g\left(\frac{|u|}{n}\right),$$

where for $s > 0$ the sequence $g(s)$ is positive and nondecreasing,

$$\sum_{n_0}^{\infty} h(s) < \infty$$

and if we denote

$$G(n) = \sum_{n_0}^{n-1} \frac{\Delta x(n)}{g(x(n))}$$

and $G(\infty) = +\infty$. Then every solution $u(n)$ of equation (1) is asymptotic to $an+b$ where $a$ and $b$ are real constants.

Proof. It follows from (i) by standard existence Theorem (see, for example,[1]) that equation (1) has solution $u(n)$ corresponding to the initial data $u(n_0) = c_1$ and $\Delta u(n_0) = c_2$.

Summing two times (1) from $n_0$ to $n-1$, we get for $n > n_0$

$$\Delta u(n) = c_2 - \sum_{n_0}^{n-1} f(x,u(s),\Delta u(s))$$

and

$$u(n) = c_2(n-1-n_0) + c_1 - \sum_{n_0}^{n-1} (n-1-s)f(x,u(s),\Delta u(s)).$$
It follows from (2) and (3) for $n \geq n_0$

$$|\Delta u(n)| \leq |v_2| + \sum_{n_0}^{n-1} f(s, u(s), \Delta u(s))$$

$$|u(n)| \leq |v_3| + |v_2| n + n \sum_{n_0}^{n-1} f(s, u(s), \Delta u(s))$$

So applying (ii) in the above inequalities, we get for $n \geq n_0$

$$|\Delta u(n)| \leq |v_2| + \sum_{n_0}^{n-1} h(s) g \left( \frac{|u(s)|}{s} \right) |\Delta u(s)|$$

(4)

$$\left| \frac{u(n)}{n} \right| \leq |v_3| + |v_2| n + n \sum_{n_0}^{n-1} h(s) g \left( \frac{|u(s)|}{s} \right) |\Delta u(s)|$$

(5)

Denote by $z(n)$, the right hand side of inequality (5)

$$z(n) = |v_3| + |v_2| n + n \sum_{n_0}^{n-1} h(s) g \left( \frac{|u(s)|}{s} \right) |\Delta u(s)|$$

Hence (4) and (5) imply that

$$|\Delta u(n)| \leq z(n) \quad \text{and} \quad \left| \frac{u(n)}{n} \right| \leq z(n)$$

(6)

The sequence $g(s)$ is nondecreasing for $s > 0$ and hence we get by (6)

$$g \left( \left| \frac{u(n)}{n} \right| \right) \leq g(z(n))$$

so we conclude that for $n \geq n_0$

$$|z(n)| \leq 1 + |v_3| + |v_2| + \sum_{n_0}^{n-1} h(s) g(z(s)) z(s).$$

(7)

Applying discrete Bihari’s inequality [17] to (7), we get for $n \geq n_0$

$$|z(n)| \leq G^{-1} \left( G(1 + |v_3| + |v_2| + \sum_{n_0}^{n-1} h(s)) \right)$$

where $G$ is the solution of $G(z(n)) = \sum_{n_0}^{n-1} \frac{\Delta z(n)}{g(z(n))}$ and $G^{-1}(z(n))$ is the inverse function of $G(z(n))$ which is defined on $\mathcal{N}_1 = \left\{ n \in \mathbb{N}^+ \mid \sum_{n_0}^{n-1} h(s) \leq G(x) - G(x_0) \right\}$.

Now put

$$K = G(1 + |v_3| + |v_2| + \sum_{n_0}^{n-1} h(s)) < \infty.$$ 

Since $G^{-1}$ is increasing, we get

$$z(n) \leq G^{-1}(k) < \infty,$$

so it follows from (6) that

$$\left| \frac{u(n)}{n} \right| \leq G^{-1}(k) \quad \text{and} \quad |\Delta u(n)| \leq G^{-1}(k).$$

By (ii) we have

$$\sum_{n_0}^{n-1} f(s, u(s), \Delta u(s)) \leq \sum_{n_0}^{n-1} h(s) g \left( \frac{|u(s)|}{s} \right) |\Delta u(s)|$$
Consider the nonlinear difference equation
\[ \Delta^2 u(n) - \frac{2n}{n+2} [u(n) - (an + b)] [\Delta u(n) - a] = 0 \] (E1)
where \( \sum h(n) = \frac{2n}{n+2} < \infty \) and \( G(s) = \sum h(s) z(s) = \infty \). Therefore equation (E1) satisfies all conditions of Theorem 2.1. Therefore we deduce that for any solution \( u(n) \) of equation (E1) there exist real \( a, b \) such that \( u(n) = an + b - \frac{1}{n} \).

**Theorem 2.2.** Suppose that apart from assumption (i') of Theorem 2.1 the function \( f(n,u,v) \) satisfies the following condition, (ii') there exists two positive sequences \( h(n), g(n) \) such that
\[ |f(n,u,v)| \leq h(n) \frac{|g|}{|g(z)|} \]
where for \( s > 0 \), the sequence \( g(s) \) is positive and nondecreasing,
\[ \sum_{n_0}^{\infty} h(s) < \infty \]
and if we denote
\[ G(n) = \sum_{n_0}^{n-1} \Delta z(n) \frac{\Delta n(n)}{g(z(n)))} \]
then \( G(z(x)) = +\infty \). Then every solution \( u(n) \) of equation (1) is asymptotic to \( an + b \) where \( a, b \) are real constants.

The proof of the theorem is analogous to that of Theorem 2.1 and thus it is omitted.

**Corollary 2.1.** Consider the equation
\[ \Delta^2 u(n) + a(n) u(n) = 0 \] (8)
where \( \sum a(n) < \infty \). Then \( \lim_{n \to \infty} \Delta u(n) \) exists and the general solution of equation (8) is asymptotic to \( d_0 + d_1 n \) as \( n \to \infty \) where \( d_1 \) may be zero or \( d_0 \) may be zero but not both simultaneously.

**Proof.** The conclusion of corollary follows from Theorem 2.2 with \( h(n) = na(n) \) and \( g(z(n)) = 1 \).
Example 2.2. Consider the nonlinear difference equation
\[ \Delta^2 u(n) + \frac{n^2(n+2)^2}{(2n+1)(n^3+6n^2+12n+4)} [u(n) - (an+b)][\Delta u(n) - a] = 0, \quad n \geq 1 \] (E2)
All conditions of Corollary 2.2 are satisfied and all solutions of equation \((E2)\), there exist real constant \(a, b\) such that \(u(n) = an + b + \frac{1}{n^2}\) as \(n \to \infty\).

Finally, arguing in the same way as in Theorem 2.1, we can also prove the following general result which with \(g(z(n))=1\) gives us exactly Theorem 2.1 and with \(g_1(z(n))=1\) gives us exactly Theorem 2.2.

Theorem 2.3. Suppose that apart from the assumption \((i'')\) of Theorem 2.1 the function \(f(n, u, v)\) satisfies the following condition \((ii'')\) there exists positive sequences \(h(n), g_1(n)\) and \(g_2(z(n))\) such that
\[ |f(n, u, v)| \leq h(n)g_1\left(\frac{u(n)}{n}\right)g_2(|f|) \]
where for \(s > 0\), the sequence \(g_1(s)\) and \(g_2(s)\) are positive and nondecreasing,
\[ \sum_{n=0}^{\infty} h(s) < \infty \]
and if we denote
\[ G(n) = \sum_{n=0}^{\infty} \Delta^2(n) \]
then \(G(\infty) = +\infty\). Then every solution \(u(n)\) of equation (1) is asymptotic to \(an + b\) where \(a, b\) are real constants.

Corollary 2.2. Consider the well-known Emden-Fowler equation
\[ \Delta^2 u(n) + n^\sigma (u(n))^m = 0 \] (9)
with \(0 < m < 1\) and \(\sigma + 2 < 0\). Then \(\lim_{n \to \infty} \Delta u(n)\) exists and all solutions of equation (9) is asymptotic to \(d_0 + d_1n\) as \(n \to \infty\).

Proof. The conclusion of corollary follows from Theorem 2.3 with \(h(n) = n^{\sigma + m}\), \(g_1(s) = s\) and \(g_2(s) = 1\).

Example 2.3. Consider the nonlinear difference equation
\[ \Delta^2 u(n) - \frac{(2n+1)^3 (n+3)}{(n+1)(n+2)(n^2+3n+1)} \left(\frac{u(n)}{u(n)+n}\right)^k \left(\Delta u(n)\right)^{2-k} = 0 \] (E3)
where \(k \in (0,1)\) and \(u(n) = \frac{(2n+1)^3 (n+3)}{(n+1)(n+2)(n^2+3n+1)} \). All conditions of Theorem 2.3 are satisfied. Then for any solution \(u(n)\) of equation \((E3)\), the existence of real numbers \(a, b\) such that \(u(n) = an + b + o(n)\) as \(n \to \infty\).

Observe that
\[ u(n) = \frac{n^2}{n+1} \]
is the one such solution of equation \((E3)\) with the initial data \(u(n) = \frac{1}{2}\) and \(\Delta u(1) = \frac{5}{6} \neq 0\).

Example 2.4. Consider the sublinear difference equation
\[ \Delta^2 u(n) + \frac{2}{n^2(n-1)} (u(n))^{2/3} = 0, \quad n \geq 2 \] (E4)
where \(0 < m = \frac{1}{2} < 1\) and \(\sigma + 2 < 0\). All conditions of Corollary 2.2 are satisfied and all solutions of equation (9) is asymptotic to \(d_0 + d_1n\) as \(n \to \infty\).

Remark 2.1. It is important to note that by Theorem 2.1-2.3 and Corollaries 2.1 and 2.2 all solutions of equations (1), (8) and (9) respectively are asymptotic to \(an + b\) as \(n \to \infty\) though the restrictions on the function \(f(n, u, \Delta u)\) may seem to be artificial. It is possible to relax these assumptions for a certain rather wide class of sequences through the price to be paid for it is the desired asymptotic behavior only for a part of solutions of equation (1) with initial data satisfying a certain estimate.
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