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Abstract: The failure risk analysis has for objective to highlight telltale signs of a potential failure. These 

signals can be alerted on the accounting elements and / or financial (Dimitras et al., 1995). Also, in discussing 

the question of the factors leading to the deterioration of a company, most of the studies consider that any cause 

leading to the failure can be embodied in the accounting records (Conan and Holder, 1979). So, the financial 

ratios have relevant information content that allows them to predict the risk of business failure.The statistical 

classification techniques used for this purpose can be divided into parametric and non-parametric techniques 

including discriminant analysis and neural networks are used the most. Then, based on the accounting records, 

this article aims to compare the discriminating power of these two classification methods on a sample of 

Moroccan companies based on financial indicators. 

Keywords:  Artificial neural networks, Classification of business failures, Financial indicators, Linear 

discriminant analysis 

 

I. Introduction 
The methods of analysis and forecasting of business failures are diverse and are divided between 

explanatory, exploratory and modeling. Indeed, the first methods of analysis of business failure are explanatory 

nature that are divided into static method, with an interest in the study of funding cycles, investment and 

operating to meet such defect [15] [18], and which includes dynamic analysis methods by flows [19] [20]. 

In addition, other methods called exploratory and modeling are based on ratios for a systematic and 

comparative analysis [21]. Analysis ratios led to the development of functions called "scores" for determining 

the probability of failure of a business [22]. 

The method of "US credit-men", developed in the thirties, opened the way for the credit scoring 

method and therefore other models for the day such as Beaver’s model (1966), Altman’s model (1968), 

Deakin’s model (1972) [10], the model of Altman, Haldeman and Narayanan (1977), the model of Conan and 

Holder (1979) and the model of Altman and Lavallée (1980). 

The statistical classification techniques can be divided into parametric and non-parametric techniques 

including discriminant analysis and neural networks are truly dominant. Indeed, Fisher linear discriminant 

analysis is the most conventional method used in the analysis of business failures [2] [23]. However, given the 

disadvantages of parametric techniques that requires strict statistical conditions, other authors have used the 

nonparametric techniques that are more robust because they do not imply any assumption about the distribution 

of variables whose neural networks belongs [3] [4]. 

The use of neural networks for the prediction of business failures really began in the 1990s with the 

work of Odom and Sharda (1990) [14]. This method, which is based on the information processing performed 

by the human brain, is to develop a learning algorithm that processes a set of information to get a result. 

Multiple studies and research works on business failure have practiced this technique which are found Bell and 

al. (1990), Keasey and Watson (1991), Dimitras et al. (1996), Altman and Narayanan (1997), Wong et al. 

(1997), Zhang et al. (1998), Coakley and Brown (2000), Aziz and Dar (2004), Ooghe and Balcaen (2004, 2006), 

Ravi Kumar and Ravi (2007) and Lin (2009). 

Notwithstanding the diversity of techniques used for the explanation and prediction of business failure, 

the general principle underlying the various studies is similar. Indeed, the authors select firstly two classes of 

firms by non-defaulting defaulting character, secondly they choose a set of explanatory variables and finally 

they seek to establish a statistical relationship between these variables and the dichotomous state to be or not to 

be faulty. The quality of the model developed depends on the rate of correct classification of a business in the 

corresponding class. 
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II. Presentation Of Artificial Neural Networks 
2.1 The neural network architecture 

An artificial neural network is a process consisting of simple processing units, parallel distributed for 

accumulating experimental knowledge and make it operational [1][7]. A network is a set of formal neurons 

associated layers (input, hidden and output) and operating in parallel. Each artificial neuron is a set of simple 

mathematical operators. This is a nonlinear algebraic function which is parameterized and with a values 

bounded. 

The architecture of a neural network is the way neurons are arranged and interconnected in a network 

[16]. It is then a mesh of several neurons, usually organized in layers: the input layer, hidden layer and output 

layer: 

 

 
Figure 1 : Simple example of neural network 

 

An artificial or formal neuron is then considered a device that receives, from other neurons or from the 

outside, n input stimuli, and weights them through a real values called synaptic coefficients or synaptic weights. 

These weights can be positive, it is called excitatory synapses, or negative and in this case it is said inhibitory 

synapses. 

 
Figure 2 : Structure of an artificial neuron (Haykin, S. 1994: Neural Networks)[28] 

 

One neuron j calculates a potential Pj, equal to the sum of its inputs (x1, x2, ... , xn) weighted by the 

respective synaptic coefficients (w1, w2, etc. ., wn), to which we add a constant term bj. The value of the 

potential Pj is given by the following equation: 
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At this potential, the neuron applies an activation function , so that the output yj calculated by the neuron is 

equal to )( jP , such as: 
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The use of the bias is such as to apply an affine transformation potential. In fact, the bias is an external 

parameter of the neuron j, it can be integrated in the equation of potential, as the signal x0 is set to 1, weighted 

by w0j weight, whose value is equal to the bias bj. 

The output value yj is emitted by the neuron to other neurons or to the outside. So a neuron is characterized by 

three concepts: its internal state (its potential), its connections with other neurons and its transfer function [29]. 

 

2.2 Learning Algorithm 

Neural networks are generally optimized by learning which is the fundamental property of neural 

networks. This is a phase where the network behavior changes until the acquisition of the desired result. In the 

area of forecasting failures, the gradient back propagation algorithm is the best known. 
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Is often called back-propagation technique of the gradient algorithm to correct errors based on the gradient of 

the calculation and using the back-propagation. Learning by the gradient back propagation algorithm is an 

application of a statistical method known as "stochastic approximation" which was proposed by Robbins and 

Monro (1951). This algorithm was developed by several teams of researchers [24], and its basic principle is to 

minimize a dependent function of the error. That is,  for each configuration of the weight corresponding to a 

cost, to seek a minimum cost over a cost surface. However, minimizing the gradient may have local minima 

instead of the global minimum. 

Before start learning, the network weights are first initialized with random values. Then, we consider a 

learning sample that will be used for the learning phase. Finally, the neural network is then called to provide and 

therefore to generate, from this sample, similar values as desired. 

The algorithm looks like this
1
 [12]: 

 Either a sample 


x  That represents the entry of the network and 


t the corresponding output desired ; 

 The signal is propagated in front from the input layer to the output layer in passing by the hidden(s) 

layer(s): 
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 Then, after the propagation, the result 



y  is calculated at the output of the network. 

 The output error, which represents the difference between  



y  and 


t , is then calculated for each neuron in 

the output layer:  
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 This error is then propagated backwards 
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 After, an update of the weight in all layers is done by the following formula:  
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where λ indicates the learning rate (less than 1)  

The backpropagation algorithm of the gradient thus contains two phases: 

- The first phase "Forward": the function signal propagates to the front of the network, of a neuron to another, 

from the neurons of entry. During this phase, the synaptic weights remain unchanged. For each neuron j, the 

signal function is  )()( nPny jj  , where )(nPj  is the potential at the input of the neuron j, which is 

the weighted sum of the respective synaptic weights of all the neurons of the preceding layer. 

- The second phase "backward": in this case it is the error signal which propagates in the opposite direction, 

layer by layer, from the output layer. For each neuron j, we calculate the local gradient ( )j n  which 

allows to calculate the correction of synaptic weight, link by link, according to a rule known as Delta 
3
 (also 

                                                           
1 We have adopted here the notation adopted by Byrd A. in his book entitled "Self-calibration of a sensor network of pollution", high school 

of engineering and management of the Canton of Vaud, 2006, pp. 21-22. 
2 The aggregation function is often a scalar product between the weight and the entries of the neuron. 
3 This method developed by B. WIDROW and HOFF M.E. (1960) under the acronym ADALINE (Adaptive linear neuron).  It is a learning 

rule that minimizes the output error by using a gradient descent  of the error approximated. After each iteration , the correction is applied to 

the weight proportionally to the error. The correction is calculated before the ranger (activation function).  For more detail, see DAVALO 
E. and NAIM P. (1990), "neural networks " ,Eyrolles, Paris, p. 232. 
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known as the least-mean-squares rule (LMS), delta rule, or Widrow-Hoff rule).  In the case of an output 

neuron, the local gradient is equal to the error signal multiplied by the derivative of the activation function 

applied to the potential at the input of this neuron: 

'

1

( ) ( ( )) ( ) ( )
QN

j j j kj k

k

n p n n n   


   (7) 

 

III. Data And Research Methodology 
Firstly, in order to keep only the relevant variables, the most discriminating, with the aim of improving 

the model prediction quality, we started with the selection of explanatory variables among a set of variables 

candidates selected on the basis of previous empirical work. This is to make a kind of elimination of irrelevant 

variables considered keeping only those that explain properly and significantly the business failure. Thus, the 

procedure for selecting variables is based on 1000 bootstarps samples and variables used are those with the 

highest power of discrimination. This power is calculated by ranking the variables in ascending order according 

to Fisher statistic and in selecting frequency
4
. 

Secondly, we have developed models predicting failure based on the artificial neural network method. 

We also develop a predictive model based on linear discriminant analysis method to compare the different 

models developed to take the contributions of neural models over conventional forecasting models. 

 

3.1 Selection of firms 

Our approach to data collection consists of three steps: the choice of the database, the selection of the 

firms and the choice of indicators of failure. In effect, to constitute our sample, based on an official source of 

information, we have purchased the accounting synthesis documents from OMPIC. It is the departure of 160 

firms whose 50% represents the failing firms. As well, to delineate our field of investigation and to ensure the 

maximum homogeneity of the composite sample, we selected companies operative in the sector of industry and 

which are of small and medium sizes. The choice of this sector lies first in the significant number of failed 

companies operating there, and to the ability to calculate the set of financial ratios described by the theory, a 

thing which is not possible for services companies, for example, who do not have some indicators.
5
 

Thus, the criterion size affects the companies which have achieved, during the year that it was retained 

for the analysis, an annual turnover not exceeding 75MDhs or a balance sheet total not exceeding 50MAD. Our 

final sample consists of 132 companies, half of which has failed. This balance between the two types of 

companies up to empirical considerations which show that an imbalance between classes has a negative effect 

on the correct classification rate of each group and the overall correct classification rate [2] [25]. 

For the companies in good health, we have begun a choice at random without any other hypothesis. 

Whereas for the failing firms, we have identified them with the commercial courts prior to requesting their states 

of syntheses. The commercial courts chosen are those of Agadir, Marrakech and Casablanca. Our choice here is 

motivated by the ease of access to information and by the proximity. 

Thus, for each failed company, we have requested the synthesis documents of an accounting period 

before the date of declaration of default. For the non-defaulting, it is also one exercise pulls randomly. Also, our 

sample covers a five-year period from 2006 to 2010. The choice of this period is mainly due to the difficulties 

related to the identification of failing companies on a shorter period. The following table summarizes the 

description of the businesses that make up our database according to the type and by regions. 

 

Table 1 : Distribution of companies by regions 
 Agadir Marrakech Casablanca Total 

Non-faulty 18 22 26 66 

Faulty 13 17 36 66 

Total 31 39 62 132 

 

3.2 Choice of variables 

Our database is composed of 18 financial ratios. These ratios are calculated on the basis of the 

documents collected in order to constitute a battery relevant and credible likely to respond to our question 

concerning the explanatory factors of business failure. The justification of choice of these ratios is based mainly 

on the theoretical and empirical literature [2] [5] [8]. 

                                                           
4 For Sauerbrei and SCHUMACHER (1992), the variables to be considered are those that appeared in at least 70% of cases. 
5 OMPIC (Moroccan Office of Industrial and Commercial Property) provides, through the service Directinfo, an access to financial 

statements of enterprises with a price of 60dhs/state. Five types of documents are available: the Balance Sheet (BL), the account of Products 
and Charges (CPC), the status of the balances of Management (GSS), the Table of Funding (TF) and the status of the Additional Information 

(ETIC) 
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Thus, the variable to explain is dichotomous, it takes the value 1 if the firm is faulty and the value 0 if the firm is 

non-faulty. For the explanatory variables, and to the extent that there is no unifying theory defining the failure of 

businesses, our work is also included in the same way that most of the empirical models that begin with a high 

number of factors and reduce in order to keep only a few judges as the most explanatory of the risk of failure. 

Then, we are therefore limited to a basic battery consisting of 18 ratios according to their popularity and their 

performance in the previous studies. Annex 1 summarizes the ratios of our study which represent the set  of 

financial indicators chosen. 

 

3.3 Variables selection methods 

We opted for the automatic variables selection methods by comparing between two methods to finally 

select the one which presents more precision. In effect, we have proceeded to the selection of variables using the 

method called "Stepwise discriminant analysis SDA". This method, which is based on the criterion of the 

Lambda of Wilks as evaluation criterion, is to find the sub-space of representation that allows a maximum 

difference between the clouds of points associated with each value of the variable to predict, that is to say 

between the centers of gravity of the clouds of points conditional. Then, we compared between the Forward 

approach and the so-called Backward. The first is to choose the variable inducing the best improvement of the 

lambda, and the select if the improvement is statistically significant. It is in this case an iterative procedure 

based on adding one by one variable until the addition of a variable does not bring more improvement. The 

second start from the set of candidate variables and search the variable whose withdrawal would lead to the 

degradation the more low of the lambda, and the permanently remove it if this degradation is not statistically 

significant. 

For these methods of variables selection, and to assess the significant role of a variable, we use the 

statistic F of Fisher. Therefore, it would be sufficient to compare the p-value calculated for the variable to assess 

and compare with the level of significance chosen. As well, the Wilks lambda, which varies between 0 and 1, 

represents the preferred indicator for the statistical evaluation of the model [30]. It indicates to what extent the 

centers of classes are separate from each other in the space of representation. As long as it tends to 0 the model 

will be good because the clouds are quite distinct.
6
 

 

3.4 Construction of the neuronal model  

The network of neuron developed is of type "multi-layers Perceptrons" with the simple gradient 

descent based on the error backpropagation algorithm [24] as optimization technique. Thus, we have retained 

the hyperbolic tangent as activation function and the error of least squares as a cost function. Moreover, for the 

modification of the weight of the network, we have opted for a term of time and each layer is begun of a bias 

and a term of regularization. Finally, we have retained the sum of quadratic errors (SSE) as a performance 

measurement function. 

For network setup, we adopted supervised learning for a layered network, not curly, fully connected, 

with a hidden layer and a linear output. 

For the input layer, it is the vector of variables selected candidates for learning. For the number of 

neurons to introduce in the hidden layer, it is to test the different configurations which led to a level of learning 

high. For the output layer, the variable to explain is dichotomous. It is a vector that takes the value 1 if the 

company is faulty and the value 0 if the company is not-faulty. As well, to ensure a better learning and to 

stabilize the process of selection of variables, we have employed bootstrap
7
 techniques of resampling. 

Too, we resorted to the definition of a random generator by creation of a variable partitioning in order 

to recreate exactly the samples used in the analyzes. It is a randomly Bernoulli variable generated with a 

probability parameter of 0.7, modified so as to take the value 1 or -1, instead of 1 or 0 (faulty or not-faulty).  

Then, the observations containing positive values on the variable of partitioning are assigned to the sample of 

learning, those with negative values are assigned to the validation sample and those with a value equal to 0 are 

assigned to the test sample. The latter is formed to avoid the problems of over-learning
8
 in order to help the 

network to remain "on the right track".  For the other parameters of the network (the learning step, the term of 

time and the terms of regularization of weights), the values are set on the basis of the empirical work found in 

the literature. As well, the number of iterations to retain is the one for which the error does varies almost more 

                                                           
6 There is no marks to define a rule of judgment, however, we have chosen the value 3, 84 proposed by default by many software and which 

resembles the critical value of a test at 5% when we are working on a sample of a few thousand individuals. 
7A sample bootstrap corresponds to a sample of similar size to the original sample and constitutes from this last by random with discount. 

This method of re-sampling is recommended by several authors (GUYON and ELISSEEFF, 2003; FERGUSON et al. , 2003; ZELLNER, 

2004).  By this method, the selection would be repeated on different replicas of the original sample in order to smooth the disturbances that 

might affect the procedure. 
8 That is to say that the research network models false appearing in the training data by random variation. 
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beyond this number. Finally, in the aim to delete all that is modeled in order to reduce the complexity of the 

network and to accelerate its convergence, we performed pretreatments on the standardization of data based on 

the Min-Max method. 

IV. Analysis of Results 
4.1 Performance of classification and selection of variables 

4.1.1  Confusion matrix 

The confusion matrix of the two variables selection methods (Table 2) indicate a rate of 

misclassification of 0.0909 for the SDAFTable 2 and a rate of 0.0985 for the named SDAB. The error rates 

calculated on the training data are then very optimistic and the estimator of the error bootstrap gives the 

advantage to the SDAF which has a value of 0.1221 instead of 0.1279 for the SDAB. 

 

Table 2: Classification performance of variable selection methods 
SDA (FORWARD) SDA (BACKWARD) 

 

Error rate 0,0909 

Bootsrap error estimation 0,1221 

Confusion matrix 

 
D ND Sum 

D 61 5 66 

ND 7 59 66 

Sum 68 64 132 

 

Error rate 0,0985 

Bootsrap error estimation 0,1279 

Confusion matrix 

 
D ND Sum 

D 59 7 66 

ND 9 57 66 

Sum 68 64 132 

 

The first method indicates that 61 failing companies have been well reclassified and 5 have incorrectly 

been. Similarly, for the companies not-faulty, 7 of them have been incorrectly reclassified and 59 are well 

reclassified. In total, it is therefore 120 firms (60 + 57) which have been correctly reclassified with a rate of 

correct classification of 90.90 %. 

 

4.1.2 The MANOVA Test 

The analysis of the multivariate variance shows that’s the method of SDAF which shows good results. 

In effect, it has the more low of Wilks lambda statistics (0.37). This result is confirmed by the transformations 

of Bartlett or Rao who adjudicate on the significance of deviations, and which lead to the same conclusion on 

the threshold of error of 5%. We then rejects the hypothesis that the centers of classes are combined (p-

value=0). 

Table 3 : The analysis of variance multivariate 

SDA (FORWARD) SDA (BACKWARD) 

 

Stat Value p-value 

Wilks' Lambda 0,3789 - 

Bartlett C(18) 123,74 0,00 

Rao F(18, 113) 41,31 0,00 
 

Stat Value p-value 

Wilks' Lambda 0,3909 - 

Bartlett C(18) 120,22 0,00 

Rao  F(18, 113) 49,47 0,00 

 

Then, by marrying the result of MANOVA test with that of the confusion matrix, we understand that 

the proper holding of the model holds especially for the application of the method of forward 

stepwise discriminant analysis. 

 

4.1.3 Selecting variables 

The individual assessment of the predictor variables shows that five variables that contribute to the 

explanation of the failure to the SDAF and four variables for the SDAB. Thus, table 5Table 4 shows that these 

results also indicates that four common variables between the two methods (R3, R5, R7 and R16). 

 

Table 4 : Individual assessment of the predictor variables 

SDA (FORWARD) SDA (BACKWARD) 

R7, R16, R5, R3 et R15 R3, R5, R7 et R16 

 

All of these variables are selected on the basis of the statistics F which is significantly different from 

zero, because the p-value is less than 5%. 

 

4.2 Neural network 

4.2.1 Architecture of neural models 

According to the table 5, we note that, by the employment of all the candidate variables, the best 

architecture is the one using a hidden layer with a single neuron (Net1_1 (18 1  1).  In effect, this is the 

architecture for which the sum of the quadratic error is minimum for the learning sample (7.68). The SSE for the 
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sample test is the 2.89, this is not therefore the minimum value but it corresponds as even at a low value if it is 

compared with the other. This architecture has been used to record a rate of correct classification of 87.3% for 

the learning sample  and a rate of 85% for the sample test (table 6).  

However, the optimum architecture corresponding to the employment of selected variables by the 

method SDAF is composed of a hidden layer with 9 neurons (Net2_6 (6 9 1). With regard to it, this architecture 

has enabled us to save the lowest value of the sum square error for the learning sample with 7.86% and an error 

rate of 2.98% for the sample test. For this network, the rate of correct classification is that of 84.8% for the 

learning sample and of 85% for the sample test (table 6). 

 

Table 5 : Summary of tests of network architectures 

 

Table 6 : The confusion matrix neural models 

 

4.2.2 Validation of neural models 

As for the validation sample, that evaluates the final neural network and thus validates the model, the 

percentage of correct classification shows that 88.9% of the failing companies its well classified by the network 

Net_2 whereas the network Net_1 arrives only to properly classifying 83.3% of these companies. For the 

companies non-defaulting, the both networks have correctly classified 92.9% of them.  Therefore, the overall 

rate of correct classification of the Net_2 displays is of 90.6% and that of Net_1 is only 87.5%.  The validation 

of neural models can be strengthened by the analysis of ROC curves
11

. 

 

Net_1 Net_2 

 
 

Area under the curve 

Faulty 0,936 

Not-faulty 0,936 
 

Area under the curve 

Faulty 0,941 

Not-faulty 0,941 
 

                                                           
9 The sum of the quadratic errors (Sum squared error SSE) committed at the time of the classification of firms in the sample of learning. 
10 The sum of the quadratic errors (Sum squared error) committed during the classification of firms from the test sample. 
11 An ROC (Receiver Operating Characteristic) curve displays the modalities for each dependent variable qualitative. It presents a visual 
display of sensitivity and specificity for all possible hyphenation should in a unique diagram, which constitutes a tool more clear and more 

powerful than a series of tables. 

Employment of 18 candidate variables Employment of 5 selection variables (SDAF) 

Architecture 
SSE9 of the   learning 

sample  

SSE10 of the  test 

sample  
Architecture 

SSE of the  

learning sample 

SSE of the  test 

sample  

Net1_1 [18 1 1] 7,68 2,89 Net2_1 [5 1 1] 10,83 2,78 

Net1_2 [18 3 1] 10,15 2,39 Net2_2 [5 3 1] 13,79 2,69 

Net1_3 [18 5 1] 9,61 2,82 Net2_3 [5 5 1] 9,83 3,08 

Net1_4 [18 7 1] 9,96 2,61 Net2_4 [5 7 1] 10,89 3,22 

Net1_5 [18 8 1] 11,42 2,83 Net2_5 [5 8 1] 9,75 3,11 

Net1_6 [18 9 1] 11,30 2,74 Net2_6 [5 9 1] 7,86 2,98 

Net1_7 [18 10 1] 9,58 2,91 Net2_7 [5 10 1] 11,17 2,91 

Modele_1:Employment of 18 candidate variables (Net_1) (Net_1) Modele_2: Employment of 5 selected variables (Net_2) 

Sample 
Forecasts 

 Sample 
Forecasts 

D ND % Correct D ND % 
Correct 

Learning 

D 34 6 85.0 % 

Learning 

D 34 6 85.0 % 

ND 4 35 89.7 % ND 6 33 84.6 % 

% Global 

 
48.1 % 51.9 % 87.3 % % Global 50.6 % 49.4 % 84.8 % 

Test 

D 7 1 87.5 % 

Test 

D 7 1 87.5 % 

ND 2 10 83.3 % ND 2 10 83.3 % 

% Global 45.0 % 55.0 % 85.0 % % Global 45.0 % 55.0 % 85.0 % 

Validation 

D 15 3 83.3 % 
Validati

on 

D 16 2 88.9 % 

ND 1 13 92.9 % ND 1 13 92.9 % 

% Global 50.0 % 50.0 % 87.5 % % Global 53.1 % 46.9 % 90.6 % 
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Figure 3: the ROC curves of the two neural networks 

We find for the two networks that the ROC curves are a little close to the top corner-left. Then, the performance 

of discrimination factors is acceptable. This means that the probability that the Score function, developed by the 

neural model, place a failing company before a company non-defaulting is almost close to 1 for the two neural 

models. Thus, for the network of neurons Net_2, for a random choice of a failing firm and a company not-

faulty, there is a probability of 94.1% that the pseudo-probability of breach provided by the model is higher for 

failed company. That is to say that the probability that the network place a failing firm before a company not-

faulty is of 94.1%.  This rate is 93.6% for the network Net_1. 

It is apparent that, from the analysis of the whole of these elements of validation, the two neural models 

are valid and record of good results. As well, the rates recorded by the two models are very optimistic that this is 

for the learning sample, the test sample or the validation sample. However, to decide between them, we can say 

that, without doubt, the neural model based on 6 variables is the most powerful on all levels. In effect, with the 

exception of the learning sample, this network has recorded the highest rates for the sample test and for the 

validation sample. More, with a reduced number of variables, the second model has been used to record the 

results more salient compared to the first model based on 18 variables. Then, our model of neural networks 

chosen is the one based on 6 explanatory variables with an architecture consisting of a hidden layer with 

9 neurons. 

 

4.3 The linear discriminant analysis  

For the discriminant analysis, our methodology is to develop two models discriminating characteristics 

which the prime is based on the set of candidate variables and the second is based only on the most discriminant 

variables selected by the SDAF in respecting the partition of the sample database, composed 

of 132 observations, in learning sample is account 79 comments (59.84%), in test sample is account 20 

comments (15.15%) and in validation sample is account 33 observations (25%).  Table 8 presents the results 

obtained. 

 

Table 7 : The confusion matrix of linear discriminant analysis 

 

After the reading of this table, it is apparent that the discriminant analysis designed on the basis of the 

set of candidate variables is the more efficient. In effect, he recorded an overall rate of correct classification of 

95% for the learning sample, of 92.3% for the test sample and of 96.4% for the validation sample. For the 

discriminant model based only on the 5 selected variables, these rates are respectively 88.5%, 96.15% and 

90.2%. Nevertheless, the rates recorded by the latter model are also efficient and are close to those recorded by 

the first model discriminant. As well, we note also that the rate of correct classification of the test sample of the 

second model is higher than that recorded by the first. 

Then we can say that the model with 5 variables enabled us to say almost the same thing that the model 

developed by 18 variables. Thus, the goal of the modeling in general is to make a simple model with a reduced 

number of explanatory variables which allows on one side, a better understanding of the phenomena being 

studied and on the other side a possible action to correct such a situation. Consequently, the model that appears 

most useful among the two is the second based on the five selected variables. 

 

V. Conclusion 
The results obtained show that the analysis of financial variables (ratios) has allowed us to detect those 

more revealing of the failure. It is five variables from four dimensions of the financial analysis that are the basis 

of the explanation of the failure of companies to know the financial structure, activity, liquidity and 

management. 

Modele_1: Employment of 18 candidate variables Modele_2 :  Employment of 5 selected variables 

Sample 
Forecasts 

Sample 
Forecasts 

D ND % Correct D ND % Correct 

Learning 

D 37 3 92.5 % 

Learning 

D 37 3 92.5 % 

ND 1 38 97.43 % ND 6 33 84.6 % 

% Global 48.1 % 51.9 % 95.0 % % Global 54.4 % 45.6 % 88.5 % 

Test 

D 7 0 100% 

Test 

D 7 0 100% 

ND 2 11 84.6 % ND 1 12 92.3 % 

% Global 45% 55% 92.3 % % Global 40% 60% 96.15 % 

Validatio

n 

D 19 0 100% 

Validation 

D 18 1 94.7 % 

ND 1 13 92.9 % ND 2 12 85.7 % 

% Global 60.6 % 39.4 % 96.4 % % Global 60.6 % 39.4 % 90.2 % 
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Also, the results show that the analysis of financial variables (ratios) has allowed us to detect those most 

indicative of the failure. These are the variables from four of the five dimensions of financial analysis that are 

the basis of the companies failure explanation to know the financial structure, activity, liquidity and 

management. This result then confirms the successful outcomes of Conan and Holder (1979) or Combier and 

Blazy (1997) [6]. 

The comparison of the two classification methods in terms of predictability shows in our case the 

performance of conventional models over than the neural networks networks. In fact, the percentage of correct 

classification measured by the linear discriminant analysis is better than artificial neural networks on the 

learning samples and test sample, with the exception of the validation sample or the neural networks show a 

slight superiority.This result thus cripples those already established empirical studies that have shown the 

success of these nonparametric methods in predicting business failure [26] [27] [11] [13].  

Note finally that this study has some limitations in the frame where the models developed are based on a small 

number of observations and multicollinearity tests, multi-normality tests and homoscedasticity tests are not 

checked. 
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