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Abstract : In this article we study a more general queuing network model of computing systems with non - 

exponential service times product form solution is obtained for this system and numerical examples are 

provided to illustrate the more general network of servers in system computer with optimal memory 

management. 
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I. Introduction 
The network of computers with general service time is a real situation in communication systems as 

well as computing systems. The question before us is the product form solution for such systems. Differtiable 

service - time distribution at each node is a network in a variable assumption to get product for solution (see 

Chandy, K.M.et.al [6,7]. In this model first we considered a simple cyclic queuing system, (Trivedi, K.S. [15]) 

with non-exponential service time distribution, (hyper-exponential). The service discipline is assumed to be 

processor sharing (PS). This kind of service discipline is the limiting case of the quantum oriented. RR 

discipline,  where the quantum size is allowed to approach to zero. The (0, S) policy is used for replishment of S 

memory slots, whenever number of memory slots becomes zero in CPU node. Rest of the paper is 1 organized 

as follows. Section 1 gives a brief introduction of the computing network of CPUs and I/O
s
 with (0, S) policy 

based memory management. In section 2, problem formulation is done and in section 3 analysis of the model is 

described. Section 4 deals with numerical examples to illustrate the model. 

The introduction of the paper should explain the nature of the problem, previous work, purpose, and the 

contribution of the paper. The contents of each section may be provided to understand easily about the paper. (1 

 

II. Model Formulation 
Consider a cyclic queuing model of the computing system as shown in Fig 1. 

 This is usual a closed queuing network with p0 = 0. We assume that I/O service times are 

exponentially distributed with parameter   but the CPU service times are non-exponential, that is they are 

hyper exponentially distributed with two phase ( ). The pdf of CPU service distribution is  

 . Let n be the total number of jobs cycling in the system and Xt = k be the 

number of jobs in the CPU node at time t. 

Then n – k  jobs in the I/O node at time t.Clearly , is a stochastic process with state space 

, but it is not a Markovian  process. The future behavior of the process depends not 

only on the arrival processes but also on the time it spends in the state.  

This non-Markovian nature of the process keeps one away from getting a steady state probabilities of 

the system states. But this difficulty can be avoided by observing the phase in which the job is sitting at present ( 

Fig .2). 

 

4 job schedule for theCPU chooses phase i with probability _i. For simplicity we assume that there is 

only two jobs in the network and the CPU
s
 scheduling discipline is process sharing (PS). That is the CPU is 

equally shared away all the jobs waiting before CPU. If there is k jobs in the queue each job process the CPU to 

be slowed by a factor k. 

Suppose there are Xt  net jobs (net jobs = total jobs - memory slots) in system at time t in the 0 phase 

and Yt denote the number of jobs in phase 1 at time t. Then    is a stochastic process with state 

space   

Here system is in state (i, j), if i jobs are in phase 0 and j jobs in phase 1. Now the state space of the 

stochastic process is , where  

, 
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where i + j  ≤  2 (-S)S  ≥ 0: The state transition graph is given in Fig.3 

 

Notations: 

 - Phase probability i = 0; 1: 

 - Phase service times i = 0; 1: 

 - Service rate at I/O. 

  

 
 For the reconstructed stochastic process all inter-event times are exponentially distributed and hence 

the process is Markovian. After a job finishes I/O service it leads to one of the CPU phases with probabilities   

and  . The system state is (-S + 1, -S + 1) means two jobs are in CPU queue, each of which act CPU of half 

the speed. 

The steady state balance equation for the system is given below. 

2 0 1
(- , - )   ( -   1, - )   ( - , -   1) ,p S S p S S p S S       

1

0 2 0 2 0
( ) (- 1, - )   (-   2 ,  - )   (- ,  - )   (- 1,  - 1),

2
p S S p S S p S S p S S


             

0

1 2 1 2 1
( ) (- , - 1)   (- ,   2 )   (- ,  - )   (- 1,  - 1),

2
p S S p S S p S S p S S


              

0 2 0
(- 2 , - )   ( - 1,  - ) ,p S S p S S      

1 2 0
(- 2 , - )   ( - ,  - 1) ,p S S p S S      

1 2

2 0 2 1
( ) (- 1, - 1)   (- , 1)   (- 1,  - ) .

2
p S S p S S p S S

 
   


        

Above equations may be solved recursively to get the solution in terms of (- , - )p S S  as follows: 

2 0

0

(- 1, - )   (- ,  - ),p S S p S S
 


   

2 1

1

(- , - 1)   (- ,  - ),p S S p S S
 


   

2 1

1

2
(- , - 2 )   ( ) (- ,  - ),p S S p S S

 


   

2 0 2 1

0 1

2 ( )( )

(- 1, - 1)   (- ,  - ),p S S p S S
   

 
    

value (- , - )p S S can be obtained from the normalizing condition 

( , )

( , ) 1

i j E

p i j



 . Suppose  
0 1

0 0

1  

  
   be the mean CPU service time per visit to the CPU, then 

the above equations are the special case of the birth- death recursion equations. Clearly the system has a product 

form solution: 

0 1

0 1 0 0 1 1 0 1 0 1
( , )   (1  -  ) , (1  -  ) , , 0 , 2 ( 2 ) .

n n
p n n n n n n S          

 

III. System Performance Measures 
1. The utilization of CPU phase 1 is given by 

 
0

(1, 0 ) (1,1) .U p p   

2. The utilization of CPU phase 2 is given by 

1
(0 ,1) (1,1) .U p p   

 Average throughput at phase 1 of CPU  1 0 0
   E T U  and that of phase 2 is given 

by  2 1 1
(   )E T U

    
 

IV. Numerical Example 
Consider a computing network having 2 nodes, one CPU with two phases and one I/O node. Label 

them as 0, 1 and 2 respectively. Let
0

 ,
1

  and 
2

  denote exponential service rates at CPU and I/O 



Network of Queues in Computing Systems with Memory Management and Non-exponential … 

DOI: 10.9790/5728-12134144                                 www.iosrjournals.org                                 43 | Page 

and
0

 2  ,
1

 3  , 
2

 2 .5  , 
0

 0 .4  , 
1

 0 .6 ,  where 
0

  and 
1

  are branching probabilities and 

S the maximum inventory. 

Let (- ,  - ) ,a p S S  

2 0

0

(- 1, - )   (- ,  - )p S S p S S
 


 

 
2 1

1

0 .5 a (- , - 1)   (- ,  - ) 0 .2 5 ap S S p S S
 


       

2 1

1

2
(- , - 2 )   ( ) (- ,  - ) 0 .2 5 ap S S p S S

 


   

 
2 0 2 1

0 1

2 ( )( )

(- 1, - 1)   (- ,  - ) 0 .2 5p S S p S S a
   

 
    

 
by the normalizing condition we get a = 0:3637. 

The average CPU service time per 
1

0 .2 0 .2 0 .4 .


    Since the number of jobs circulating the cycle is 2, 

the optimal value of S is 2. In general optimal value of s the maximum inventory level is S
*
 = n, the number of 

job. 

V. Figures and Tables 

 
Fig. 1 

 

 
Fig. 2 
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Fig. 3 

 
VI. Conclusion 

This model is a simple in which we have considered a cyclic network with phase type service at CPU 

this may be extended to all nodes including I/O and also to different class of customers. 
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