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Abstract: In this paper we fit a time series model that best describes the rainfall pattern of Uasin Gishu county 

from the general ARIMA family and generate the values (p,d,q)(P,D,Q)s.  The model that best fitted the Kapsoya 

historical rainfall data was SARIMA (0,0,0)(,0,1,2)12. This model is used to forecast average expected monthly 

rainfall statistics for two years. For verification and data fitting to the model, R computer software was 
employed. The data used is real rainfall data from Kapsoya meteorological station in Uasin Gishu County. 
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I. Introduction 
Rainfall is the climatic factor of greatest economic and social significance in Africa and Kenya in 

particular. It is the most critical and key variable both in atmospheric and hydrological cycle. The economies of 

East African countries heavily depend on rain-fed agriculture. In Kenya, agriculture contributes 24% of GDP, 

generates over 60% foreign exchange earnings, provides employment to over 70% of the population, provides 

raw materials to agro- industries and provides over 45% of the annual government budget. Livestock contributes 
40% of agricultural GDP and 10% of the total GDP (Raphael, 2012). Uasin Gishu County lies in the Rift Valley 

which is considered Kenya’s granary. There are large scale farmers growing wheat, maize and dairy farming. 

Interactions between the various components of the climate system such as the oceans, land and 

atmosphere have brought about climate change. This is characterized by rainfall variabilities which brings with 

it negative impacts to the countries’ economies. This has necessitated efforts to understand the coherent multi 

decadal fluctuation in the global climate change and make predictions of rainfall extremes. 

Methods of prediction of rainfall extremes have often been based on studies of physical effects of 

rainfall or on statistical studies of rainfall time series. Because rainfall occurs based on a specific time and there 

is a correlation between the previous data and subsequent ones, the best method for analysing rainfall data is 

using time series. This is proven by Nail and Momani (2009) who revealed that a researcher with data for a past 

period can use Univariate Box-Jenkins method to forecast values without having to search for other related time 

series data.  
Montgomery and Johnson (1976) considered the Box and Jenkins methodology the most accurate 

method for forecasting of time series.  Fateme et al, (2013) in studying of drought, modeling and forecasting the 

precipitation of shiraz city of Iran, used three models; Box-Jenkins, Decomposition and Healt Winterz on 

precipitation for the period 1977 to 2010. The Box-Jenkins approach was chosen as the most appropriate method 

for forecasting. 

Rediat (2012), carried out a statistical analysis of rainfall pattern in Dire Dawa, Eastern Ethiopia. He 

used descriptive analysis, spectrum analysis, and univariate Box-Jenkins method. He established a time series 

model that he used to forecast two years monthly rainfall. Results showed a rainfall extreme event occurs every 

2.5 years in Dire Dawa region.  From the literature, no ARIMA model has been used in modeling Kenyan 

rainfall data and in particular Uasin Gishu rainfall data. Therefore it will be interesting to use ARIMA in 

modeling Uasin Gishu rainfall data. 
Forecasting of severe weather and extreme climate events is one of the major challenges facing 

meteorological services worldwide especially in Kenya where we have been experiencing severe droughts and 

floods in 1991-2011. This has led to negative social-cultural, physical, economical and environmental effects. 

Researchers have made enormous efforts in addressing the issue of accurate rainfall predictability including the 

use of numerical and statistical methods (Ndetei, 2013). Time series analysis provides great opportunities for 

describing, explaining, modeling and predicting climatic variability and impacts. To understand the meteorology 

information and integrate it into planning and decision making process, it is important to study the temporal 

characteristics and predict lead times of rainfall in the region.  To the author’s knowledge, there has been no 

research published on extreme rainfall events prediction in Kenya. This calls for a statistical Time Series model 

of rainfall data which will be used to accurately predict extreme rainfall patterns of Kenya and Uasin Gishu 

County in particular. This will go a long way in assisting planning and decision making on the important 

resource water whose main source is rainfall. 
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II. Methodology 
Time series data is a set of observations of a variable measured at equally spaced, discrete time intervals. A 

stationary time series has finite variance, correlations between observations that are not time-dependent, and a 

constant expected value for all components of the time series (Brockwell and Davies, 1991, p12). When a time 

series lacks stationarity either in variance or mean or both, transformations are applied on the time series at the 

appropriate lags in order to achieve stationarity before an ARMA model is fitted on the data set. 

Assuming that { } is a Gaussian white noise series with mean zero and variance  2, the time series { } is 

said to be an  process of order  if 

 1  + 2  +……..+ p  + ………………………………………….....………………….(1) 

With;  Xt  as a stationary time series 

                1, 2,…….., p are the parameters of the . 

Assuming that { } is a Gaussian white noise with mean zero and variance 2, the time series { } is said to 

be an ( ) process of order q if 

 = 0  + 1 +……..+ ……………………………………………………………...……………(2) 

With; 1, 2,……..  q as the  parameters 

A stationary zero mean ARMA (p,q) model is defined as (see Brockwell and Davies, 2002) a sequence of  

random variables {Xt} which satisfy 

 – 1 -……- PXt-p =  + 1   +…….+ q ............................................................................(3) 

and constant  variance 2, for every t and where {Zt} is a sequence of uncorrelated random variables. 

 A process is called an ARIMA ( )  if d is a non-negative integer such that (1-B)d Xt  is an ARMA (p,q) 

process and B is the backward shift operator. An ARIMA ( )  written as 

( )   =  ( )  ..............................................................................................................................................(4) 

The seasonal ARMA (p,q)(P,Q)s model can be written formally as; 

( ) ( )( ) = ( ) ( )     [without differencing]……………………………………………...(5) 

The process { } is a    if  the differenced series 

 =         is a causal   process defined by 

( ) ( )  = ( ) ( )Zt,………..{ }- ( , ) ……………………………………….(6) 

With; 

i. The nonseasonal  and  component being represented by polynomials ( ) and ( ) of orders 

 and   respectively. 

ii. The seasonal  and  components by (  ) and ( ) of orders  and  respectively. 

iii. Non-seasonal and seasonal difference  components by =    and   =  

iv.  and  as the order of non-seasonal , seasonal differencing and seasonal  respectively. 

v.  and  as the order of seasonal , seasonal differencing and seasonal  respectively. 

vi.    representing time series data at period  

vii.   representing Gaussian white noise process at period  

viii.  representing backward shift operator  

ix.    representing seasonal difference 

x.  representing non-seasonal difference 

xi.  representing seasonal order (  for monthly data) 

 

 The exact time series modeling procedures can be found in standard text books. In this study, we used 

R computer software to analyse data. The data under study was the Kapsoya monthly rainfall data which was 

obtained from Kenya Meteorological Agencies. The data consists of 444 monthly observations from January 

1977 to December 2014.  
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The information criteria used to select the best model are; 

1. Akaike Information Criterior ( ) by Akaike (1978) 

 =   ……………………………………………………………………………………..……(7)   

 Where;  =  denotes the  for the error variance 

               K is the number of seasonal and non-seasonal  and  parameters to be estimated                                  

in the model.  Wei ( ) says   

                 is the number of observations. 

The value of  yielding the minimum  specifies the best model. 

2. Bayesian Information Criterior ( ) 

= + …………………………………………………………………………………………..(8) 

With;  as the sample size and 

 as the number of parameters 

To evaluate the forecasting performance of the selected model, we used the Mean Absolute Percentage Error 

which is defined by equation (9). 

 =  *100…………………………………………………………………………………..(9) 

With;  as the actual observation and  as the predicted value . 

The model with minimum mean error is the best.   

 

III. Results 

 We see the mean of the original data is 91.15. We therefore plot a time series plot of the data showing 

the mean. The plot is shown in Figure 1. 

 
Figure : plot of monthly rainfall data against time 

 From Figure , clearly, the plots of monthly rainfall fluctuates around the mean, depicting no trend. 

This implies that the series is non-seasonally stationary. This time plot also reveals lack of the horizontal 

component as data values do not fluctuate around a constant value. There is no cyclical component either as data 

does not exhibit rises or falls around trend levels. However the time series shows a form of pattern that repeats 

every year implying seasonality at period twelve months of the year. 

 Stationarity in variance and mean is a requirement for a time series before an ARIMA model is fit on 

data. On studying the Kapsoya monthly rainfall data, we observe that the peaks of the time plots are not repeated 

with the same intensity indicating a non-constant variance and hence the series lacks stationarity in variance. To 

verify stationarity in mean, we check by correlograms. The result is shown in Figure  
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Figure 2:  plot of the monthly data 

 

 From Figure , we depict that the  is sinusoidal at the multiples of seasonal lags indicating the 

presence of strong  seasonality behaviour. However, as lags increase the autocorrelations at multiples of 

seasonal lags seem not to decay implying non-stationarity in the seasonal component of the monthly rainfall 

data.  As non-seasonal lags increase the autocorrelations seem to be relatively decaying indicating that the series 

is non-seasonally stationary. This can also be confirmed by the plots of  versus lag as shown in 

Figure .  

 

 
Figure 3: PACF plot of monthly data 

 

 A similar trend is depicted in Figure 3 for the partial case with sizeable coefficients at early multiples 

of seasonal lags  indicating seasonal non-stationarity.  The ADF and KPSS tests carried out on the original 

monthly rainfall series gave their results as  and  respectively. This confirms the argument 

that the series is seasonally stationary. However as seen from the  in Figure  and PACF  in Figure 3,  we 

conclude that the data lacks seasonal  stationarity  property. 

 This calls for the introduction of the seasonal  stationarity component in the data. This is achieved by 

performing transformations on the data. The transformation performed in this study is the square-root because it 

is the transformation that brings about stationarity in variance and seasonal differencing to bring about 

stationarity in mean. The resultant data is plotted against time as shown in Figure 4.  
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Figure 4: Seasonally differenced square-root-transformed monthly rainfall data. 

 

 Clearly, the plot depicts a stationary time series reverting around mean zero with a stable variance. To 
confirm this allegation we plot ACF and PACF against time as shown in Figures  5 and 6. 

 
Figure 5: ACF of the differenced square-root transformed series. 

 
Figure 6: PACF of the seasonally differenced square-root transformed series. 

 

  From Figures 5 and 6, the plots are within the confidence bounds, an indication of a stationary series 

except for the spikes at seasonal lags implying the presence of strong seasonal components in the transformed 
data. Theoretically to check for presence of stationarity we performed some formal tests of stationarity to 

confirm the visual inspection of the correlograms. The unit root test performed was the Augmented Dickey 

Fuller test. Upon using R software, we obtained  the parameter  , lag , .1. 
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According to ADF test, when   it indicates stationarity. Therefore, this confirms the presence of 

stationarity in the transformed data. Upon achieving stationarity both in variance and mean, we now proceed to 

the first stage of Box-Jenkins methodology which is model identification. 

 After considering many possible models,  the  model SARIMA(0,0,0)(0,1,2)12 has significant 

parameters and the lowest AIC and BIC  values. In this equation, s=12, = -1.9922 and its standard error is 

0.0670, = 0.9999 and its standard error is 0.0735,  is white noise. To validate the model, the diagnostic test 

results used were as seen in Figure 7 and Table 1. 

 From Figure 7, the plotted standardized residuals versus time exhibits no pattern, revert around mean 

zero and variance one. The plotted ACF of residuals versus lag lies within the confidence interval exhibiting 
stationarity. The Q-Q plots follows the normal line indicating the residuals are normally distributed. Finally , the  

p-values for the Ljung-Box test  are above 0.05% for all lag orders showing there is no significant departure 

from white noise for the residuals. Also for normality, we used the Histograms to verify. For the  model, the 

histogram is bell-shaped indicating normality. 

In summary the plots indicate the model fits  the data or is suitable for the data.  

 
Figure 7: (0, 0, 0) (0, 1, 2)12 model residuals 

 

 To confirm the visual inspection of Figure 7 we carry out formal diagnostic tests . We use Runs test, 

turning point test and Shapiro wilk test. The output of the tests are presented in Table 1. 

 

Table 1: Diagnostic test results 
Model  Runs test Turning Point test Shapiro Wilk test 

(0,0,0)(0,1,2)12 Test statistic -0.8552 -0.8647 0.9932 

 Tabulated value 1.96 1.96 0.996 

 p-value 0.03924 0.03872 0.05541 

 

 The model’s residuals are iid, white noise, homoscedastic, normally distributed and with mean zero 

hence it  is adequate for modeling the square-root transformed monthly rainfall series of Kapsoya 
Meteorological station in Uasin Gishu county. The fitted model SARIMA(0,0,0)(0,1,2)12 is given as; 

 Yt = Yt-12 + 1.9922Zt-12 + 0.9999Zt-24 + Zt .............................................(10) 

 In this study, the model selected for forecasting is the Seasonal ARIMA (0,0,0)(0,1,2)12.. The results of 

the forecasting for the year 2014, 2015 and 2016 observations are as shown in Table 2. 
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Table 2: Actual and Forecasted values 
Date Actual 2014 Forecast 2014 Residual 2014 Forecast 2015 Forecast   2016 

January 32.5 37.57 -5.07 30.66 30.59 

February 46.65 45.34 1.31 36.86 36.76 

March 70.72 73.38 -2.66 69.55 69.48 

April 130.1 123.53 6.57 128.10 128.46 

May 121.2 126.32 -5.12 128.10 128.10 

June 94.47 91.55 2.92 98.41 98.41 

July 176.00 171.86 4.14 166.46 166.46 

August 151.00 157.84 6.84 153.61 153.61 

September 80.375 76.94 4.43 82.37 82.37 

October 61.025 59.98 1.045 74.53 74.53 

November 68.87 70.85 -1.98 62.45 62.45 

December 38.875 36.06 2.815 47.65 47.65 

   

A plot of all forecasts is shown in Figure 8. 

 
Figure 8:  Forecast plot for total monthly rainfall of Kapsoya 

 From the forecast plot, 1977 had the highest rainfall recorded. Heavy rains were also recorded in 1982, 

1998 and 2012. On analysis using R computer software, we conclude that heavy rains occur at an approximate 

interval of 38 months. On this basis since the last heavy rainfall recorded was in April 2012, it is expected that 

the next heavy rainfall value will be recorded around June-August 2015. 

 The lowest rainfall was recorded in 1984. Other years with low rainfall were 1986, 1993, 2000 and 

2009. According to this trend, it is observed that droughts occur at intervals of 6-8 years and occur in mainly the 

first three months of the year. The next dry period is expected around 2015-2017 especially in the first three 
months.

 
 To evaluate the forecasting performance of this model, we used the Mean Absolute Percentage Error 

(MAPE).  The MAPE of forecasting using this model is 7.78% which is less than 10%. This shows that the 

model’s error is minimum hence it should be adopted. 

 

IV. Conclusion 
In this study, the univariate Box-Jenkins methodology is used to fit an ARIMA model on historical 

rainfall data of Uasin Gishu county of 456 months from January 1977 to December 2014. The best ARIMA 

model that best describes the monthly rainfall data is SARIMA (0,0,0)(0,1,2)12, also written as Yt = Yt-12 + 
1.9922Zt-12 + 0.9999Zt-24 + Zt. The model is used to forecast average monthly rainfall values for 24 months i.e 

January 2015- December 2016. However, the model should continuously be updated for accurate forecasting 

after December 2016. 

V. Recommendations 
 From our results and discussions, we recommend to stakeholders of Uasin Gishu county  that multiple 

univariate Box-Jenkins time series models should be developed for more representation of the study area. 

Multivariate time series models should also be developed which will put into consideration other variables 

affecting climate apart from rainfall. 
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