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Abstract : In this paper we provide the asymptotic expansion of the roots of nonlinear dynamic system with 

two delays. We develop a series expansion to solve for the roots of the nonlinear characteristic equation 

obtained from the HIV-1 dynamical system. Numerical calculation are carried out to explain the mathematical 

conclusions.  
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I. INTRODUCTION 

The disease of human immunodeficiency virus (HIV) infection has become a worldwide pandemic [1,2]. 

Very effective treatments for HIV infected individuals have been developed. The emergence of drug resistance 

is one of the most prevalent reasons for treatment failure in HIV therapy. Although the correlates of immune 

protection in HIV infection remain largely unknown, our knowledge of viral replication dynamics and virus-

specific immune responses has grown.  

A number of mathematical models have been proposed to understand the effect of drug therapy on 

viremia [3-6]. Drugs e.g., fusion inhibitors, reverse transcriptase inhibitors and protease inhibitors have been 

developed so as to attack on different phases of viral life cycle during infection [7,8]. Combination of these 

drugs is also used in some article [9]. The eclipse phase is an important phase of virus life cycle on which the 
drug therapy primarily depends. Assuming that the level of target cells is constant and that the protease inhibitor 

is 100% effective, they obtained the expression of the viral load and explored the effect of the intracellular delay 

on viral load change [10].  

The nonlinear characteristic equation corresponding to the HIV-1 model belongs to a well-known class of 

equations known as exponential polynomials [11-13] and many researchers in DDEs have (understandably) 

chosen to study them [14,15]. In the broader mathematics community, research into this class of algebraic 

equations is very active and extends to numerical schemes for computing the roots (see papers by Jarlebring 

such as [16]) and applications to fields afar as quantum computing [17]. 

In this paper we presented a new approach to solve the transcendental characteristic equation of HIV-1 

infection dynamical system of DDEs, based upon the series expansion for the roots of the nonlinear eigenvalue 

problem. Also we provide the numerical results to support our claims of accuracy. 

II. EIGENVALUES OF DELAY DIFFERENTIAL EQUATION WITH MULTI DELAY 

Consider a delay differential equation with multi delay τi , i = 1,2,…, 

                                ,0;)(...)()()()( 23121  ttyatyatyatyaty ii                                
(1) 

                                    y(t)  = υ(t);  t≤0,  

where υ(t) is the initial history function. The Laplace transform of (1) is  

                             𝑠 = 𝑎1 + 𝑎2𝑒
−𝑠𝜏1 + ⋯+ 𝑎𝑖𝑒

−𝑠𝜏𝑖 + ⋯,                                                 (2) 

a transcendental equation with an infinite number of roots {𝑠𝑗 } in the complex plane. Thus the solutions are 

constructed as an infinite series  

𝑌 𝑡 =  𝐶𝑗 𝑒
𝑠𝑗 𝑡∞

𝑗 =−∞ , 

and we note that these basis functions 𝑒𝑠𝑗 𝑡𝑥 form a Schauder basis for 𝐿𝑝 functions over a finite domain. The 

coefficients 𝐶𝑗  can be computed via evaluating the history function υ(t) and the basis functions 𝑒𝑠𝑗 𝑡  at 2N+1 

time points in [−τ,0] and then linearly solving for 2N+1 of the 𝐶𝑗 ’s. 

The exponential term, 𝑒−𝑠𝜏𝑖 , induced by the time delay term 𝑥(𝑡 − 𝜏𝑖), makes the characteristic equation 

transcendental (i.e., infinite dimensional and nonlinear). Thus, it is not feasible to find roots of equation (1), 

which has an infinite number of roots. We develop a series expansion for the roots to the nonlinear eigenvalue 
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problem corresponding to delay differential equation with multi delay. Our goal is to make the truncated sums to 

be more computationally efficient to evaluate. 

 

III. HIV-1 INFECTION MODEL WITH TWO DELAY 

The general model that have been used to study [3,8,18-20], HIV-1 infection dynamics have a form 

similar to  

                                                   
𝑑𝑇

𝑑𝑡
= 𝑠 − 𝑑𝑇𝑇 − 𝑘𝑉𝑇, 

                                                   
𝑑𝑇∗

𝑑𝑡
= 𝑘𝑉𝑇 − 𝛿𝑇∗,                                                                                                              (3) 

                                                    
𝑑𝑉

𝑑𝑡
= 𝑁𝛿𝑇∗ − 𝑐𝑉. 

where the notations are described below in Table-I. 

 
TABLE - I: In vitro model parameters and its values which are taken from [21Error! Reference source not 

found.] and [22] 

  Notation Description Values 

 𝑇[cells mm3 ]  Uninfected target cells 180 

𝑇∗ [cells mm3 ] Infected cells that are producing virus 3.6 

𝑉 [virions mm3 ] Virus 134 

 (Both infectious and non-infectious virus)  

s [cells mm3/day ]  Rate at which new target cells are generated 1−10 

𝑑𝑇  [ day ] Specific death rate of target cells 0.01−0.03 

k[mm3 virions/day ] Constant rate that characterizing 3.5 × 10−5  − 4.2 × 10−5 
 target cell infection  

δ [ day ] Total death rate of target cells 0.26−0.68 

N [virions cells ] New virus particles 326−503 

Models of this standard form have been adequate to summarize the effects of drug therapy on the virus 

concentration. Perelson [21] used this model to analyse the response to the protease inhibitor therapy. We 

assumed that the target cell density remained unchanged during the observed period. Also we introduced two 

delays 𝜏1 as the total intracellular delay, considered in Dixit and Perelson [23], and 𝜏2 as the delay representing 

the time necessary for a newly infected virus to become mature and then infectious. 

Thus the standard model reduced to a model with delay kernal as  

                                                   
𝑑𝑇∗

𝑑𝑡
= 𝑘𝑇0𝑉𝐼(𝑡 − 𝜏1) − 𝛿𝑇∗(𝑡),    

                                                   
𝑑𝑉𝐼

𝑑𝑡
= (1 − 𝑛𝑝)𝑁𝛿𝑇∗(𝑡 − 𝜏2) − 𝑐𝑉𝐼(𝑡),                                                                                 (4) 

                                                    
𝑑𝑉𝑁𝐼

𝑑𝑡
= 𝑛𝑝𝑁𝛿𝑇∗(𝑡 − 𝜏2) − 𝑐𝑉𝑁𝐼(𝑡) . 

where 𝑇0 is the constant level of target cells and 𝑛𝑝  is the efficacy of the protease inhibitor scaled such that 

𝑛𝑝 = 1 corresponds to a completely effective drug that results only in the production of non infectious virions, 

𝑉𝑁𝐼 . 

IV. ASYMPTOTIC EXPANSION FOR THE EIGENVALUES 

In this section, we develop our series expansion for the roots to the nonlinear characteristic equation 

arising from the two delay DDE. Note that for the multi delay case, the conventional approach focuses on 

developing bounds for the roots, whereas here, we are explicitly computing the roots. 

The linearized HIV-1 equation (4) can be expressed in state space as,  

                                                  𝑥  𝑡 =  𝑎𝑥 𝑡 + 𝑏𝑥 𝑡 − 𝜏1 + c𝑥(𝑡 − 𝜏2)                                            (5) 

where,   𝑎 =   
−𝛿 0 0
0 −𝑐 0
0 0 −𝑐

  , 𝑏 =   
0 𝑘𝑇0 0
0 0 0
0 0 0

  and 𝑐 =   

0 0 0
 1 − 𝑛𝑝 𝑁𝛿 0 0

𝑛𝑝𝑁𝛿 0 0
   . 
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Defining 𝑥 = {𝑇∗, 𝑉𝐼 , 𝑉𝑁𝐼}𝑇 , where  𝑇  indicates transpose. 𝑎, 𝑏 and c are the linearized coefficient matrix of the 
HIV-1 infection model and are functions of in vitro model parameters.We will rescale and rearrange terms, 

defining several new variables and parameters in order to reduce the equation to its essential mathematical 

features. We rescale time by the first delay  𝑡 =
𝑡

𝜏1
, the parameters so that 𝑎1 = 𝑎𝜏1 , 𝑏1 = 𝑏𝜏1 , 𝑐1 = 𝑐𝜏1 , 𝜏 =

𝜏2

𝜏1
,  

and denote 𝑥  𝑡 =  
𝑑

𝑑𝑡
𝑥 𝑡 =  𝜏1

𝑑

𝑑𝑡
𝑥 𝑡  to obtain the equation  

𝑥  𝑡 =  𝑎1𝑥 𝑡 + 𝑏1𝑥 𝑡 − 𝜏1 + c1𝑥(𝑡 − 𝜏2) 

After a Laplace transform, the corresponding nonlinear characteristic equation for 𝑠 ∈ 𝐶 is, thus  

                                                                        𝑠
= 𝑎1 + 𝑏1𝑒

−𝑠 + 𝑐1𝑒
−𝑠𝜏 .                                                                                      6  

We then let 𝜆 = 𝑠 − 𝑎1 ,𝑏2 = 𝑏1𝑒
−𝑎1 , 𝑐2 = 𝑐1𝑒

−𝑎1𝜏 , and multiply through by 𝑒𝜆𝜏 , equation (6) becomes much 
cleaner equation as,  

                                                                                                𝜆𝑒𝜆𝜏 =
𝑏2𝑒

(𝜏−1)𝜆 + 𝑐2 .                                                                   (7)                                                     

Inspired by the original expansion in [24Error! Reference source not found.], we note that for |𝑐2| near to or 

far from zero, we can write λ as a small perturbation u of ln 𝑐2 , 
𝜆 = (ln 𝑐2 + 𝑢)/𝜏. 

and then safely assume that  

                                                                                       |𝑢| ≪ |ln 𝑐2 |.                                                                                               (8) 

Substituting this form of λ into equation (7Error! Reference source not found.) we find that 

 

                                             
1

τ
 1 +

𝑢

ln c2
  𝑐2  𝑒𝑢 =

 𝑏2𝑐2𝜏−1𝜏ln𝑐2 (𝑒𝑢)𝜏−1𝜏+ 𝑐2ln𝑐2.                                                                              (9)   
            

To proceed, we will also assume that  

                                                                                 
𝑏2

𝑐2
1/𝜏 ln 𝑐2

 

≪ 1,                                                                                            (10) 

 

in addition to (8). This restriction on the coefficients is a result of the chosen rearrangement of(6) into (7). There 

is nothing particularly special about (10Error! Reference source not found.) and choosing to recast (6) 

differently would simply necessitate different assumptions on the parameters in order for an expansion to 

converge. Moving forward, we can solve (9) for u as  

𝑢 ≈ ln 𝜏 + ln(1/ ln 𝑐2), 

which means that  

                                                                          𝑢
= ln 𝜏 + ln 1 ln 𝑐2  + 𝑣,                                                                            (11) 

where our attention now focuses on solving for a new variable v. As discussed by Corless et al. [25Error! 

Reference source not found.], the nested logarithms in (11) need not select the same branch. As Corless et al. 

[25Error! Reference source not found.] do, we will let the outer logarithm be the principal branch and denote 

Ln as the inner logarithm for which we have not yet chosen a branch, i.e.,  

𝑢 = ln 𝜏 + ln 1 ln 𝑐2  + 𝑣. 

By substituting u back into (9), we can cancel several terms and simplify our problem to one of finding the roots 

v to the equation  

 

1 +
ln 𝜏

𝐿𝑛 𝑐2

+
ln 1 Ln𝑐2  

𝐿𝑛 𝑐2

+
1

𝐿𝑛 𝑐2

=
𝑏2

𝑐2

  
𝑐2𝜏

𝐿𝑛 𝑐2

 

𝜏−1
𝜏

𝑒−𝑣 𝜏 +  𝑒−𝑣 . 

If we let  

𝜎 =
1

𝐿𝑛 𝑐2

,𝛾 =
𝑏2

𝑐2

 
𝑐2𝜏

𝐿𝑛 𝑐2

 

𝜏−1
𝜏

, 𝜇 =  
ln 𝜏 ln(1 𝐿𝑛 𝑐2 )

𝐿𝑛 𝑐2

−  𝛾. 

 

then our efforts will focus on identifying the roots of  
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                                                    𝑓 𝑣 ≡  𝑒−𝑣 + 𝛾𝑒−𝑣 𝜏 − 𝜎𝑣 − 1 − 𝛾 − 𝜇.                                                                   (12) 

Note that the motivation for adding and subtracting γ will become self-evident in the proof for the following 

lemma.  

Lemma 1 If there exists positive numbers α and β such that |σ|<α and |μ|<α then (12Error! 

Reference source not found.) has a single root inside the region  𝑣 ≤ 𝛽.  

Proof. Let δ denote the lower bound of |e−v − 1| on |v| = β and δτ denote the lower bound of |γe−v/ τ  - γ| on |v| = 

β. We can arbitrarily choose β = π min{1, τ} since e−v −1 has only one root at zero for β ∈ (0,2πτ) and γ(e−v/ τ −1) 

also has only one root at v = 0 for β ∈ (0,2πτ). Thus there is only one root at v = 0 for e−v −1+γ(e−v/ τ −1) in the 
region |v| ≤ π min{1, τ} and that on |v| = π min{1, τ} we have a lower bound of min{δ,δτ}. 

Let α = 
min {δ,δτ}

2(π+1)
 and then for |σ| < α, |µ| < α, and |v| = π min{1, τ}, we have that 

|σv + µ| ≤ |σ||v| + |µ| ≤  
min {δ,δτ}

2(π+1)
π +  

min {δ,δτ}

2(π+1)
 =  

min {δ,δτ}

2(π+1)
 < min{δ,δτ}. 

Since |e−v − 1 + γ e−v/ τ − γ| > min{δ, δτ} on the curve defined by |v| = π min{1, τ}, we have satisfied the 

hypotheses of Rouche` ’s Theorem [26] and can therefore conclude that there is only one root to (12) inside |v| = 

π min{1, τ}. 

             

By Cauchy’s theorem, we can then compute v using the well-known formula from complex analysis  

                                 v= 
1

2πi
∮

|δ|=β
 
f'(δ)δ

f(δ)
dδ= 

1

2πi
∮

|δ|=β
 

 







−e
−δ

−γ 
e
−δ/τ

τ
−σ δ

e
−δ

+γe
−δ/τ

−σδ−1−γ−μ
dδ.                                                  

(13) 

for β=πmin{1, τ}. The 1/f(δ) can be expanded into the following (absolutely and uniformly convergent) power 
series  

 

  
1

𝑓(𝜁)
=   (𝑒−𝜁 + 𝛾𝑒−

𝜁

τ − 1 − 𝛾)−𝑘−𝑚−1𝜁𝑘𝜎𝑘𝜇𝑚𝛼𝑚
𝑚+𝑘 ,∞

𝑚=0
∞
𝑘=0         

(14) 

 

with some coefficients 𝛼𝑚 . The substitution of (14) into (13) and evaluation of the contour integral generates a 

double series in m and k. Note, however, that the m=0 term is zero because the integrand has the same number 

of roots (at δ=0) in the numerator and the denominator. The doubly infinite and absolutely convergent power 

series for v in σ and μ is, thus  

                                                                 𝑣 =   𝛼𝑘𝑚 𝜎𝑘𝜇𝑚

∞

𝑚=0

∞

𝑘=0

  ,                                                                                  (15) 

where the 𝛼𝑘𝑚  are coefficients independent of σ and μ. The coefficients 𝛼𝑘𝑚  are computed by first computing a 
power series expansion in σ and then applying the Lagrange Inversion Theorem [27Error! Reference source 

not found.] to obtain v as a function of μ. To facilitate rearrangement of this series into the form of (15Error! 

Reference source not found.), we denote  

 𝑓2 𝑤 ≡ 𝑓 𝑤 −  𝑓 0 , 

and note that the derivative of f(w) with respect to σ is −w. Equation (15) can thus be written (after the power 

series expansion in σ around zero)        

                                                          𝑣 =

  𝑚𝑘 ∞
𝑚=0

∞
𝑘=0   ℎ𝑚 ,𝑘

𝜇𝑚

𝑚 !
 
𝜎𝑘

𝑘!
,                                                                                  (16) 

where 𝑚𝑘  is a rising factorial, (We note that in the combinatorics literature, m
(k)

 is more commonly used as a 

rising factorial, also known as the Pochhammer symbol with 𝑘 =(m+k−1)!−(m−1)!) and ℎ𝑚 ,𝑘 = limw→0 hm,k (w) 

with  

hm,k w =  
dm−1

dwm−1
 wm+kf2(w)−(m+k) . 
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Straightforward application of the product rule yields that  

hm,k w =    m − 1
l

 

m−1

l=0

 
dm−1−l

dwm−1−l
wm+k  

dl

dw l
f2(w)−(m+k) . 

 

 

The lth derivative of f2(w)−(m+k) is computed using Faǎ Di Bruno’s formula [28Error! Reference source not 

found.] for higher derivatives of composite functions and thus  

hm ,k w =   aklm  wk+l+1

m−1

l=0

 bkmp  f2(w)−(m+k+p)

l

p=0

𝔹l,p  f2
′ w ,… , f2

(l−p+1) w  , 

where, 

aklm =   
m − 1

l
 

 m + k !

 k + l + 1 !
, bkmp = (−1)p(m + k)p , 

and 𝔹𝑙,𝑝  are the partial Bell polynomials [11,29Error! Reference source not found.]. Recall that for an 

arbitrary sequence {x
i
} and l,p∈N, the partial Bell polynomials are  

 𝔹l,p x1 ,… , xl−p+1 =   
l!

j1! j2! … jl−p+1!
 

x1

1!
 

j1

 
x2

2!
 

j2

…   
xl−p+1

(l − p + 1)!
 

jl−p+1

, 

with the sum taken over all sequences  {j1 , … , jn−k+1} ∈ N such that   ji
n−k+1
i=1 = m and  iji

n−k+1
i=1 = k (a simple 

Diophantine linear system). The sets of indices  {ji} satisfying these sums are just a way of describing all 
possible partitions of a set of size k [30Error! Reference source not found.]. 

In what follows, the argument for the Bell polynomial frequently takes the form {f2
 1+i (0)}i=1

n . To improve the 

clarity of the formulas, we denote  

Fn =  {f2
 1+i (0)}i=1

n ;    𝑛 ∈ 𝑁, 
to be a finite sequence of higher derivatives of f

2
. Formally taking the limit for limw→0 hm,k(w) yields  

 

 𝛼 𝑘𝑙𝑚    𝛽 𝑘𝑙𝑚𝑝𝑞   𝔹2𝑚−2−𝑙−𝑞  ,𝑚−1−𝑝   
2𝑚−2−𝑙
𝑞=0

𝑙
𝑝=0

𝑚−1
𝑙=0  𝐹𝑚−𝑙−𝑞+𝑝 𝔹𝑙,𝑝

(𝑞)
 (𝐹𝑙−𝑝+1)

𝑓"2  (0)2𝑚+𝑘−1
  

where  

α klm = αklm  2m + k − 1
2m − l − 2

  k + l + 1 !, β klmpq = βkmp  
2m − 2 − l

q
 

 m − 1 − p !

 2m + k − 1 !
. 

 

The evaluation of most terms in (17) is computationally straightforward and efficient, except the term involving 

𝔹𝑙 ,𝑝
(𝑞)

. For example, the sum in (16) for m = 10 and k = 100 can take around one minute for computation when 

using Mathematica to analytically find the qth derivative of 𝔹𝑙 ,𝑝  and then sum the terms. In [31Error! 

Reference source not found.], Mishkov derived a formula for 𝔹𝑙 ,𝑝
(𝑞)

, but to implement it would consists of 

solving a cascade of linear Diophantine equations to obtain the correct indices for the sums. We will use a 

recursive property of 𝔹𝑙 ,𝑝
(𝑘)

 to avoid having to solve systems of Diophantine equations. Note that for an arbitrary 

sequence X={x
j
} 

𝜕

𝜕𝑥𝑗
𝔹𝑙 ,𝑝 𝑋 =   

𝑙
𝑗
 𝔹𝑙−𝑗 ,𝑝−1 𝑋 , 

and thus in the context of (17) we have that  

                                             𝔹𝑙 ,𝑝

 𝑞 
 𝐹𝑙−𝑝+1 =   

𝑙
𝑟1
 

𝑙−𝑝+1
𝑟1=1    

𝑞 − 1
𝑟2

  
𝑞−1
𝑟2=0 𝔹𝑙−𝑟1 ,𝑝−1

𝑞−𝑟2−1
 𝐹𝑙−𝑝+1  (18) 

recursively allows (eventual) computation of the derivatives by evaluation of the partial Bell polynomials 

themselves The use of Mathematica’s memoization features for recursive sums substantially sped up the 

computation as well, naturally at the expense of increased memory usage. We now have that the principal 

branch of the roots of (7) is  

                                                            𝜆 =
ln 𝑐2 + ln 𝜏 + ln 1 ln 𝑐2  + 𝑣 

𝜏
,                                                                     (19) 

where  
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                                                      𝑣 =   𝑚𝑘 

∞

𝑚=0

∞

𝑘=0

  ℎ𝑚 ,𝑘

𝜇𝑚

𝑚!
 
𝜎𝑘

𝑘!
,                                                                                  (20) 

 

We note that for i≥1  

f2
 1+i  0 =   −1 i 1 + cτ − i . 

 and thus h
m,k

is defined as  

 

   
    𝛼 𝑘𝑙𝑚𝑝𝑞  𝔹2𝑚−2−𝑙−𝑞  ,𝑚−1−𝑝   

2𝑚−2−𝑙
𝑞=0

𝑙
𝑝=0

𝑚−1
𝑙=0  𝐹𝑚−𝑙−𝑞+𝑝  𝔹𝑙 ,𝑝

(𝑞)
 (𝐹𝑙−𝑝+1)

−(1+𝜂τ−1)2𝑚 +𝑘−1                          

(21) 
where  

Fn = { −1 n 1 + ητ−n } i=1
n , 

 

 αklmpq =  
 −1 p k + m Γ(m)Γ(m − p)Γ(k + m + p)

q! l! Γ(2 + k + l)Γ(−l + m)Γ(−1 − l + 2m − q)
, 

 

𝜎 =
1

𝐿𝑛 𝑐2

,𝛾 =
𝑏2

𝑐2

 
𝑐2𝜏

𝐿𝑛 𝑐2

 

𝜏−1
𝜏

, 𝜇 =  
ln 𝜏 ln(1 𝐿𝑛 𝑐2 )

𝐿𝑛 𝑐2

−  𝛾. 

 

and recalling that 𝔹𝑙,𝑝
(𝑞)

 is defined recursively in (18). 

The full description of the jth branch root for the characteristic equation in (6Error! Reference source 

not found.) is therefore  

                                                        sj

=
1

𝜏
(lnj 𝑐2 + ln 𝜏 + ln 1 lnj 𝑐2  + 𝑣𝑗  ) +  𝑎1 ,                                                                     

Where lnj (𝑧) =  𝑧 + arg 𝑧 + 2𝜋𝑖𝑗, v is defined in (20Error! Reference source not found.), and the 

subscript on the v indicates the chosen branch for the logarithms in σ,ε, and μ. 

V. NUMERICAL CALCULATION 

In this section, we provide numerical results for the estimation of the eigenvalues. Consider the vector 

form of the delay differential equation (5) with two delay. 

We note that the accuracy of our asymptotic expansion rests on the assumption that (10) is small and so 

we choose  

𝑏2 =   
0 5.382 × 10−4 0
0 0 0
0 0 0

 ,    𝑐2 =   
1.0832 0 0

0 0.0068 0
0 0 0.0068

 ,  and 𝑎1 =   
−0.96 0 0

0 −9 0
0 0 −9

   . 

 

a=   
−0.32 0 0

0 −3 0
0 0 −3

 ,     b=   
0 0.0058 0
0 0 0
0 0 0

 ,      and c=   
0 0 0

15.36 0 0
138.24 0 0

  , 

and thus  

   
𝑏2

𝑐2
1/𝜏  ln 𝑐2

≈   
0 0.0782 0
0 0 0
0 0 0

 . 

Numerical investigations suggested that the series converges in m about a factor of four times faster than it 

converges in k. Accordingly, Figure - 1 depicts the convergence in m with 𝑘 = 𝑚4. We note that up to 𝑚 = 8, 

the series converges nicely. For 𝑚 > 8, however, the series exhibits a reduction of accuracy, likely due to the 

numerical issues inherent in evaluating such large series. Lastly, in subsequent computations of 𝑠𝑗 , we choose to 

truncate the series at 𝑚 = 8 and 𝑘 = 1000 to maintain accuracy. 
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Figure - 1 

 
Figure - 1: Eigenvalues s

j
 computed using the expansion in Section 4 with the parameter values in 

Table-I. 

VI. CONCLUSION 

In this paper, the new approach for the eigenvalue of the HIV-1 infected dynamical problem, have been 

presented using the series expansion of the roots of the nonlinear characteristic equation. Since Asl and Ulsoy’s 

[32Error! Reference source not found.] original article, the connection between DDE eigenvalues and 

solutions to Lambert W has been substantially extended and expanded [16,25,28,29,31Error! Reference source 

not found.]. These results, however, do not extend to multi delay DDEs as (to the best of our knowledge) the 

nonlinear eigenvalue problem can be cast as a Lambert W equation only when the DDE has a single delay. We 

have developed an asymptotic expansion for the roots to a nonlinear eigenvalue problem associated with two 

delay model of HIV-1 infection dynamics. We have provided numerical evidence supporting the accuracy of our 

expansion. 
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