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Abstract: In this paper, the homotopy perturbation method (HPM) and variational iteration method (VIM) are applied to approximate solutions for nonlinear fractional integro-differential equations with boundary conditions. A comparison between these methods takes place. Numerical examples are presented to illustrate the efficiency and accuracy of the proposed methods.
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I. Introduction

In recent years, fractional differential equations have attracted much more attention of physicists and mathematicians which provides an efficient for the description of many practical dynamical arising in engineering and scientific disciplines such as, physics, biology, chemistry, economy, electrochemistry, electromagnetic, control theory and viscoelasticity, see [1 – 6]. Many mathematical formulations of physical phenomena lead to integro-differential equations such as, fluid dynamics, continuum and statistical mechanics, see [7 – 9]. Integro-differential equations are usually difficult to solve analytically, so it is required to obtain an efficient approximate solution. The homotopy perturbation method and variational iteration method which are proposed by He [10 – 13] are of the methods which have received much concern. These methods have been successfully applied by many authors, such as the works in [12, 14, 15].

In this paper, we applied the HPM and VIM for approximating the solution of nonlinear fractional integro-differential equations of the second kind:

\[ D^\alpha y(x) - \lambda \int_0^x k(x, t)F(y(t))dt = f(x), \quad 0 < x < b, 1 < \alpha \leq 2, \]

where \( F(y(t)) = [y(t)]^q, q > 1 \), subject to the boundary conditions

\[ y(0) = \gamma, \]
\[ y(b) = \beta_0, \]

where \( D^\alpha \) indicates the Caputo fractional derivative, and \( F(y(t)) \) is a nonlinear continuous function, \( \gamma, \beta_0 \) are real constants, \( f(x) \) and \( k(x, t) \) are given that can be approximated by Taylor polynomials. The existence and stability of solutions for fractional integro-differential equations [16, 17]. Also, in this paper we use the inverse operator \( I^\alpha \) of \( D^\alpha \) then the boundary conditions are used. There are many methods for seeking approximate solutions such as variational iteration method, homotopy perturbation method, homotopy analysis method, the fractional differential transform method and Adomian decomposition method. The outline of this paper is as follows: In section 2, we present some definitions. Section 3, contains the application of the homotopy perturbation method. Section 4, contains the application of the variational iteration method. Finally, section 5, devoted to illustrate some numerical examples on mentioned methods.

II. Some Definitions and Notations

Definition 2.1. A real function \( f(x), x > 0 \), is said to be in the space \( C_\alpha, \alpha \in R \), if there exists a real number \( p > \alpha \), such that \( f(x) = x^p f_1(x) \), where \( f_1(x) \in C[0, \infty) \).

Definition 2.2. A real function \( f(x), x > 0 \), is said to be in the space \( C_\alpha^k, k \in N \), if \( f^k \in C_\alpha \).

Definition 2.3. \( I^\alpha \) denotes \( f(x), x > 0 \), is said to be in the space \( C_\alpha^k, k \in N \), if \( f^k \in C_\alpha \).

Definition 2.4. Let \( f \in C_\alpha^m, m \in N \). Then the Caputo fractional derivative of \( f(x) \), defined by:

\[ I^\alpha f(x) = \begin{cases} \frac{1}{\Gamma(\alpha)} \int_0^x f(t) (x-t)^{1-\alpha} dt, & \alpha > 0, \\ f(x), & \alpha = 0. \end{cases} \]
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\( D^\alpha f(x) = \begin{cases} \frac{1}{\Gamma(m-\alpha)} \int_0^x \frac{f^m(t)}{(x-t)^{\alpha-m+1}} dt, & 0 \leq m - 1 < \alpha \leq m, \\ d^m f(x)/dx^m & \alpha = m \in \mathbb{N}. \end{cases} \) \tag{5}

Now, we introduce some basic properties of fractional operator are listed below [1]:

For \( f \in C_\mu, \mu \geq -1, \gamma \geq -1, \alpha, \beta \geq 0. \)

1. \( I^\alpha I^\beta f(x) = I^{\alpha+\beta} f(x) = I^\beta I^\alpha f(x). \)
2. \( I^\alpha x^\gamma = \frac{\Gamma(\alpha + 1)}{\Gamma(\alpha + \gamma + 1)} x^{\alpha+\gamma}. \)
3. \( D^\alpha [I^\alpha f(x)] = f(x). \)
4. \( I^\alpha [D^\alpha f(x)] = f(x) - \sum_{k=0}^{m-1} f^k(0) \frac{x^k}{k!}, 0 \leq m - 1 < \alpha \leq m. \) \tag{6}

III. Homotopy Perturbation Method

To illustrate the basic concepts of HPM for fractional Integro-differential equations, consider the equation (1) with boundary value conditions (2), (3). According to HPM [11 – 13], we construct the following homotopy:

\((1 - P) D^\alpha y(x) + P \left( D^\alpha y(x) - \lambda \int_0^x k(x,t)[y(t)]^q dt \right) - f(x) = 0, \) \tag{7}

or

\( D^\alpha y(x) = f(x) + P \left( \lambda \int_0^x k(x,t)[y(t)]^q dt \right), \) \tag{8}

where \( P \in [0,1] \) is an embedding parameter. If \( P = 0 \), then equation (8) becomes,

\( D^\alpha y(x) = f(x), \) \tag{9}

and when \( P = 1 \), then the equation (8) becomes the original equation (1). The solution of equation (1) can be written as a power series in \( P \) as follows:

\( y(x) = y_0(x) + P y_1(x) + P^2 y_2(x) + P^3 y_3(x) + \cdots \) \tag{10}

Put \( P = 1 \) in equation (10), so the approximate solution of equation (1) is:

\( y(x) = y_0(x) + y_1(x) + y_2(x) + y_3(x) + \cdots \) \tag{11}

Substituting (10) in (8), and equating the coefficients of like powers of \( P \), we have the following set of fractional differential equations:

\( P^0 : D^\alpha y_0(x) = f(x), \) \tag{12}

\( P^1 : D^\alpha y_1(x) = \lambda \int_0^x k(x,t)[y_0(t)]^q dt, \) \tag{13}

\( P^2 : D^\alpha y_2(x) = \lambda \int_0^x k(x,t)[y_1(t)]^q dt, \) \tag{14}

\( P^3 : D^\alpha y_3(x) = \lambda \int_0^x k(x,t)[y_2(t)]^q dt, \) \tag{15}

\vdots

Applying the inverse operator \( I^\alpha \) of \( D^\alpha \) to both sides of (12) – (15), the iterates are determined by the following recursive way:

\( y_0(x) = \gamma + Ax + I^\alpha [f(x)], \) \tag{16}

\( y_1(x) = I^\alpha \left[ \int_0^x k(x,t)y_0(t)^q dt \right], \) \tag{17}

\vdots

Where \( A = y(0). \)

The HPM series solutions generally converge very rapidly. For later numerical computation, let the expression:

\( \Phi_0(x) = y_0(x) + y_1(x) + y_2(x) + \cdots + y_{N-1}(x). \) \tag{18}

Denote the \( N \)-term approximation to \( y(x) \). Now imposing the boundary conditions (3) on (18) we have the following equation:

\( \Phi_0(b) = y_0(b) + y_1(b) + y_2(b) + \cdots + y_{N-1}(b) = \beta_0. \) \tag{19}

From equation (19), we can find the unknowns \( A \). Substituting the constant value of \( A \) in equation (18), we have the approximate solution of the problem.
IV. Variational Iteration Method

Consider the fractional integro-differential equation (1) with boundary conditions (2), (3). According to VIM [18–20], we construct the correction functional for (1) as:

\[ y_{k+1}(x) = y_k(x) + \int_0^x \mu \left( D^\alpha y_k(x) - f(x) - \lambda \int_0^x k(x, p) F(\tilde{y}_k(p)) dp \right) \, ds, \]

or

\[ y_{k+1}(x) = y_k(x) + \frac{1}{\Gamma(\beta)} \int_0^x (x-s)^{\beta-1} \mu(s) \left( D^\alpha y_k(s) - f(s) - \lambda \int_0^s k(s, p) F(\tilde{y}_k(p)) dp \right) ds, \]

where \( I^\beta \) is the Riemann–Liouville fractional integral operator of order \( \beta = \alpha + 1 - m, m \in \mathbb{N}, \mu \) is a general Lagrange multiplier and \( \tilde{y} \) denotes restricted variation, i.e. \( \delta \tilde{y} = 0 \).

We make some approximation for the identification of an approximate Lagrange multiplier, so the correctional functional (21) can be approximately expressed as:

\[ y_{k+1}(x) = y_k(x) + \int_0^x \mu(s) \left( D^\alpha y_k(s) - f(s) - \lambda \int_0^s k(s, p) F(\tilde{y}_k(p)) dp \right) ds, \]

Making the above correction functional stationary, we obtain the following stationary conditions:

\[
\begin{align*}
1 - \mu(s)_{l=k} &= 0, \quad \mu(s)_{l=k} = 0. \quad \text{This gives the following Lagrange multiplier} \\
\mu(s) &= (s-x).
\end{align*}
\]

We obtain the following iteration formula by substitution of (23) into functional (21),

\[ y_{k+1}(x) = y_k(x) + \frac{1}{\Gamma(\alpha - 1)} \int_0^x (x-s)^{\alpha-2} \left( D^\alpha y_k(s) - f(s) - \lambda \int_0^s k(s, p) F(\tilde{y}_k(p)) dp \right) ds. \]

That is,

\[ y_{k+1}(x) = y_k(x) - \frac{\alpha-1}{\Gamma(\alpha)} \int_0^x (x-s)^{\alpha-1} \left( D^\alpha y_k(s) - f(s) - \lambda \int_0^s k(s, p) F(\tilde{y}_k(p)) dp \right) ds. \]

This yields the following iteration formula:

\[ y_{k+1}(x) = y_k(x) - (\alpha - 1) I^\alpha D^\alpha y_k(x) - f(x) - \lambda \int_0^x k(x, p) F(\tilde{y}_k(p)) dp \]

The initial approximation \( y_0 \) can be chosen by the following way which satisfies initial conditions (2):

\[ y_0(x) = y + Ax, \]

where \( A = y'(0) \) is to be determined by applying suitable boundary conditions (3). We can obtain the following first-order approximation by substitution of (27) into (26):

\[ y_1(x) = y_0(x) - (\alpha - 1) I^\alpha D^\alpha y_0(x) - f(x) - \lambda \int_0^x k(x, p) F(\tilde{y}_0(p)) dp \]

Similarly, we can obtain the higher-order approximations. If \( N \)-th order approximate is enough, then imposing boundary conditions (3) in \( N \)-th order approximation yields the following equation:

\[ y_N(b) = \tilde{y}_0. \]

From equation (29), we can find the unknown \( A \). Substituting the constant values of \( A \) in (29), we have the approximate solution of the problem.

V. Examples

In this section, we have applied homotopy perturbation method and variational iteration method for nonlinear fractional integro-differential equations with known exact solution at \( \alpha = 2 \). All the results are calculated by using the symbolic computation software Maple.

5.1. Example 1. Consider the following nonlinear fractional integro-differential equation:

\[ D^\alpha y(x) = 2 - \frac{1}{2} x^3 - \frac{1}{2} x^5 - \frac{1}{6} x^7 + \int_0^x xty^2(t) dt, 0 < x < 1, 1 < \alpha \leq 2, \]

subject to the boundary conditions

\[ y(0) = 1, \]

\[ y(1) = 2. \]

For \( \alpha = 2 \), the exact solution of (30) is given by

\[ y(x) = 1 + x^2. \]

According to HPM, we construct the following homotopy:

\[ D^\alpha y(x) = 2 - \frac{1}{2} x^3 + \frac{1}{2} x^5 + \frac{1}{6} x^7 + \gamma \int_0^x xty^2(t) dt \]
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Substituting (10) in (34), we obtain the following series of equations with identical power of $P$ :

$$P^0 : D^\alpha y_0(x) = 2 - \frac{1}{2} x^3 - \frac{1}{2} x^5 - \frac{1}{6} x^7,$$

$$P^1 : D^\alpha y_1(x) = \int_0^x t y_0(t)^2 dt,$$

$$P^2 : D^\alpha y_2(x) = \int_0^x t [2y_0(t)y_1(t)] dt,$$

$$P^3 : D^\alpha y_3(x) = \int_0^x t [2y_0(t)y_2(t) + y_1^2(t)] dt,$$

... .

Applying the operator $I^\alpha$ to the above series of nonlinear equations and using the initial condition (31), we get

$$y_0(x) = 1 + Ax + I^\alpha \left[ 2 - \frac{1}{2} x^3 - \frac{1}{2} x^5 - \frac{1}{6} x^7 \right],$$

$$y_1(x) = I^\alpha \left[ \int_0^x t y_0(t)^2 dt \right],$$

$$y_2(x) = I^\alpha \left[ \int_0^x t [2y_0(t)y_1(t)] dt \right],$$

... .

Where the constant $A = y'(0)$. By solving (39) we obtain $y_0(x), y_1(x), ...$

$$y_0(x) = 1 + Ax + \frac{2x^\alpha}{\Gamma(\alpha + 1)} - \frac{3x^{\alpha+3}}{\Gamma(\alpha + 4)} - \frac{60x^{\alpha+5}}{\Gamma(\alpha + 6)} - \frac{840x^{\alpha+7}}{\Gamma(\alpha + 8)},$$

$$y_1(x) = I^\alpha \left[ \int_0^x t \left( 1 + Ax + \frac{2t^\alpha}{\Gamma(\alpha + 1)} - \frac{3t^{\alpha+3}}{\Gamma(\alpha + 4)} - \frac{60t^{\alpha+5}}{\Gamma(\alpha + 6)} - \frac{840t^{\alpha+7}}{\Gamma(\alpha + 8)} \right)^2 dt \right],$$

... .

Now, we can form the 2-term approximation:

$$\Phi_2(x) = y_0(x) + y_1(x)$$

$$\quad = 1 + Ax + \frac{2x^\alpha}{\Gamma(\alpha + 1)} - \frac{3x^{\alpha+3}}{\Gamma(\alpha + 4)} - \frac{60x^{\alpha+5}}{\Gamma(\alpha + 6)} - \frac{840x^{\alpha+7}}{\Gamma(\alpha + 8)} + I^\alpha \left[ \int_0^x t \left( 1 + Ax + \frac{2t^\alpha}{\Gamma(\alpha + 1)} - \frac{3t^{\alpha+3}}{\Gamma(\alpha + 4)} - \frac{60t^{\alpha+5}}{\Gamma(\alpha + 6)} - \frac{840t^{\alpha+7}}{\Gamma(\alpha + 8)} \right)^2 dt \right],$$

where $A$ can be determined by using the boundary condition (32) in $\Phi_2(x)$ (see Table 1). Table 2 shows the solution for different values of $\alpha$ by using HPM.

We compute the absolute error functions of HPM $E_1(x) = |(1 + x^2) - \Phi_{2,1.25}|, E_2(x) = |(1 + x^2) - \Phi_{2,1.5}|, E_3(x) = |(1 + x^2) - \Phi_{2,1.75}|$, where $(1 + x^2)$ is the exact solution of (30) – (32) and $\Phi_{2,1.25}, \Phi_{2,1.5}$ and $\Phi_{2,1.75}$ are approximate solutions of (30) – (32) by using (41) at $\alpha = 1.25, \alpha = 1.5$ and $\alpha = 1.75$ respectively.

According to VIM, the formula (26) for (30) can be expressed in the following form:

$$y_{n+1}(x) = y_n(x) - (\alpha - 1) I^\alpha \left[ D^\alpha y_n(x) - \left( 2 - \frac{1}{2} x^3 - \frac{1}{2} x^5 - \frac{1}{6} x^7 \right) - \int_0^x t y_n(t)^2 dt \right],$$

Then, suppose that an initial approximation has the following form which satisfies the initial condition (31),

$$y_0(x) = 1 + Ax.$$  

Where the constant $A = y'(0)$. Now by iteration formula (42), the first approximation takes the following form:

$$y_1(x) = y_0(x) - (\alpha - 1) I^\alpha \left[ D^\alpha y_0(x) - \left( 2 - \frac{1}{2} x^3 - \frac{1}{2} x^5 - \frac{1}{6} x^7 \right) - \int_0^x t y_0(t)^2 dt \right],$$

That is,

$$y_1(x) = 1 + Ax - (\alpha - 1) \left[ - \frac{2x^\alpha}{\Gamma(\alpha + 1)} + \frac{60x^{\alpha+5}}{\Gamma(\alpha + 6)} + \frac{840x^{\alpha+7}}{\Gamma(\alpha + 8)} - \frac{164x^{\alpha+4}}{\Gamma(\alpha + 5)} - \frac{30A^2x^{\alpha+5}}{\Gamma(\alpha + 6)} \right]$$
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where $A$ can be determined by using the boundary condition (32) in $y_1(x)$ (see Table 3). Table 4 shows the solution for different values of $\alpha$ by using VIM. We compute the absolute error functions of VIM $E_A(x) = |(1 + x^2) - y_{1,1.25}|$, $E_B(x) = |(1 + x^2) - y_{1,1.5}|$, $E_C(x) = |(1 + x^2) - y_{1,1.75}|$, where $(1 + x^2)$ is the exact solution of (30) – (32) and $y_{1,1.25}$, $y_{1,1.5}$ and $y_{1,1.75}$ are approximate solutions of (30) – (32) by using (45) at $\alpha = 1.25$, $\alpha = 1.5$ and $\alpha = 1.75$ respectively.

In Fig.1 we compare between the absolute errors functions of HPM and VIM.

5.2. Example 2. Consider the following nonlinear fractional integro-differential equation:

\[ D^\alpha y(x) = 1 - \int_0^x e^t y^2(t) \, dt, \quad 0 < x < 1, \, 1 < \alpha \leq 2, \tag{46} \]

subject to the boundary conditions

\[ y(0) = 1, \tag{47} \]

\[ y(1) = e^{-1}. \tag{48} \]

For $\alpha = 2$, the exact solution of (46) is given by

\[ y(x) = e^{-x}. \tag{49} \]

According to HPM, we construct the following homotopy:

\[ D^\alpha y(x) = 1 - P \left[ \int_0^x e^t y^2(t) \, dt \right]. \tag{50} \]

Substituting (10) in (50), we obtain the following series of equations with identical power of $P$: \n\[ P^0 : D^\alpha y_0(x) = 1, \tag{51} \]

\[ P^1 : D^\alpha y_1(x) = - \int_0^x e^t [y_0(t)]^2 \, dt, \tag{52} \]

\[ P^2 : D^\alpha y_2(x) = - \int_0^x e^t [2y_0(t)y_1(t)] \, dt, \tag{53} \]

\[ \vdots \]

Applying the operator $I^\alpha$ to the above series of nonlinear equations and using the initial condition (47), we get:

\[ y_0(x) = 1 + Ax + I^\alpha[1], \]

\[ y_1(x) = -I^\alpha \left[ \int_0^x e^t [y_0(t)]^2 \, dt \right], \]

\[ y_2(x) = -I^\alpha \left[ \int_0^x e^t [2y_0(t)y_1(t)] \, dt \right], \]

\[ \vdots \]

Where the constant $A = y'(0)$. In order to avoid the difficult fractional integration and to show the efficiency of the present method for solving fractional integro-differential equations, we can simplify the integrations by taking the truncated Taylor expansions for the exponential term in (54): $e^{tx} \approx 1 + \frac{tx}{1!} + \frac{t^2x^2}{2!} + \frac{t^3x^3}{3!}$.

By solving (54) we obtain $y_0(x)$, $y_1(x)$, ...

\[ y_0(x) = 1 + Ax + \frac{x^\alpha}{\Gamma(\alpha + 1)} \tag{55} \]

\[ y_1(x) = -I^\alpha \left[ \int_0^x \left(1 + \frac{t}{1!} + \frac{t^2}{2!} + \frac{t^3}{3!} \right) \left(1 + At + \frac{t^\alpha}{\Gamma(\alpha + 1)} \right)^2 \, dt \right] \]

\[ \vdots \]

Now, we can form the 2-term approximation:

\[ \Phi_2(x) = y_0(x) + y_1(x) \]

\[ = 1 + Ax + \frac{x^\alpha}{\Gamma(\alpha + 1)} - I^\alpha \left[ \int_0^x \left(1 + \frac{t}{1!} + \frac{t^2}{2!} + \frac{t^3}{3!} \right) \left(1 + At + \frac{t^\alpha}{\Gamma(\alpha + 1)} \right)^2 \, dt \right], \tag{56} \]

where $A$ can be determined by using the boundary condition (48) in $\Phi_2(x)$ (see Table 5). Table 6 shows the solution for different values of $\alpha$ by using HPM.
We compute the absolute error functions of HPM $E_7(x) = |e^{-x} - \Phi_{2,1.25}|, E_9(x) = |e^{-x} - \Phi_{2,1.15}|, E_6(x) = |e^{-x} - \Phi_{2,1.75}|$, where $e^{-x}$ is the exact solution of (46) and $\Phi_{2,1.25}, \Phi_{2,1.15}$ and $\Phi_{2,1.75}$ are approximate solutions of (46) by using (56) at $\alpha = 1.25, \alpha = 1.5$ and $\alpha = 1.75$ respectively.

According to VIM, the formula (26) for (46) can be expressed in the following form:

$$y_k+1(x) = y_k(x) - (\alpha - 1) I^\alpha \left[D^a y_k(x) - 1 + \int_0^x e^t [y_k(t)]^2 dt\right].$$  

(57)

Then, In order to avoid the fractional differential integration and to show the efficiency of the present method for solving fractional integro-differential equations, we can simplify the integrations by taking the truncated Taylor expansions for the exponential term in (57): $e^{-x} \approx 1 + \frac{x^2}{1!} + \frac{x^4}{3!}$.

Then suppose that an initial approximation has the following form which satisfies the initial condition (47).

$$y_0(x) = 1 + Ax.$$  

(58)

Where the constant $A = y'(0)$. Now by iteration formula (57), the first approximation takes the following form:

$$y_1(x) = y_0(x) - (\alpha - 1) I^\alpha \left[D^a y_0(x) - 1 + \int_0^x e^t [y_0(t)]^2 dt\right].$$  

That is,

$$y_1(x) = 1 + Ax - (\alpha - 1) \left( \frac{x^\alpha}{\Gamma(\alpha + 1)} + \int_0^x \left(1 + \frac{t}{\Gamma(\alpha + 1)} + \frac{t^2}{2!} + \frac{t^3}{3!}\right)(1 + At)^2 dt\right),$$  

(60)

where $A$ can be determined by using the boundary condition (48) in $y_1(x)$ (see Table 7). Table 8 shows the solution for different values of $\alpha$ by VIM.

We compute the absolute error functions of VIM $E_{10}(x) = |e^{-x} - \Phi_{1.1,25}|, E_{11}(x) = |e^{-x} - \Phi_{1.1,15}|, E_{12}(x) = |e^{-x} - \Phi_{1.1,75}|$ where $e^{-x}$ is the exact solution of (46) and $\Phi_{1.1,25}, \Phi_{1.1,15}$ and $\Phi_{1.1,75}$ are approximate solutions of (46) by using (60) at $\alpha = 1.25, \alpha = 1.5$ and $\alpha = 1.75$ respectively.

In Fig.2 we compare the absolute error functions of HPM and VIM.

VI. Figures And Tables

| Table 1. Values of the constants $A$ for different values of $\alpha$ using (41) |
|-----------------|-----------------|-----------------|-----------------|
| $\alpha$       | $\alpha = 1.25$ | $\alpha = 1.5$ | $\alpha = 1.75$ | $\alpha = 2.0$ |
| $A$             | $-0.19790792844$| $-0.506260877$  | $-0.2427751792$ | $0.000154270176$|

| Table 2. Approximate solution of (30) for different values of $\alpha$ by HPM |
|-----------------|-----------------|-----------------|-----------------|
| $\alpha$       | $\alpha = 1.25$ | $\alpha = 1.5$ | $\alpha = 1.75$ | $\alpha = 2.0$ |
| $A$             | $1.0000000000$  | $1.00090792844$ | $0.506260877$   | $0.2427751792$  |

| Table 3. Values of the constants $A$ for different values of $\alpha$ using (45) |
|-----------------|-----------------|-----------------|-----------------|
| $\alpha$       | $\alpha = 1.25$ | $\alpha = 1.5$ | $\alpha = 1.75$ | $\alpha = 2.0$ |
| $A$             | $0.5605477271$  | $0.2595474847$  | $0.082881188852$| $0.01390932892$ |

| Table 4. Approximate solution of (30) for different values of $\alpha$ by VIM. |
|-----------------|-----------------|-----------------|-----------------|
| $\alpha$       | $\alpha = 1.25$ | $\alpha = 1.5$ | $\alpha = 1.75$ | $\alpha = 2.0$ |
| $A$             | $1.0000000000$  | $1.0000000000$  | $1.0000000000$  | $1.0000000000$  |
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Table 5. Values of the constants $A$ for different values of $\alpha$ using (56)

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.25</td>
<td>-1.01981487</td>
</tr>
<tr>
<td>1.5</td>
<td>-1.120200237</td>
</tr>
<tr>
<td>1.75</td>
<td>-1.068558157</td>
</tr>
<tr>
<td>2.0</td>
<td>-0.9973440644</td>
</tr>
</tbody>
</table>

Table 6. Approximate solution of (46) for different values of $\alpha$ by HPM

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.25</td>
<td>1.0000000000</td>
<td>0.9372573741</td>
<td>0.8873411108</td>
<td>0.8397024746</td>
<td>0.7908043115</td>
<td>0.7384177754</td>
<td>0.6808045346</td>
<td>0.6164291922</td>
<td>0.5438210778</td>
<td>0.4614921978</td>
<td>0.3678794399</td>
</tr>
<tr>
<td>1.5</td>
<td>1.0000000000</td>
<td>0.9108427458</td>
<td>0.8381220095</td>
<td>0.7736949487</td>
<td>0.7142364634</td>
<td>0.6576138965</td>
<td>0.6022334665</td>
<td>0.5467317813</td>
<td>0.4899419936</td>
<td>0.4307095057</td>
<td>0.3678794406</td>
</tr>
<tr>
<td>1.75</td>
<td>1.0000000000</td>
<td>0.9038098154</td>
<td>0.8209156604</td>
<td>0.7474161556</td>
<td>0.6812161133</td>
<td>0.6207998324</td>
<td>0.5649675271</td>
<td>0.5126771966</td>
<td>0.4629937424</td>
<td>0.4150246141</td>
<td>0.3678794403</td>
</tr>
<tr>
<td>2.0</td>
<td>1.0000000000</td>
<td>0.9051029925</td>
<td>0.8192614267</td>
<td>0.7416113133</td>
<td>0.6713662027</td>
<td>0.6078050707</td>
<td>0.5502593763</td>
<td>0.4980991660</td>
<td>0.4507179262</td>
<td>0.4075156696</td>
<td>0.3678794414</td>
</tr>
</tbody>
</table>

Table 7. Values of the constants $A$ for different values of $\alpha$ using (60).

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.25</td>
<td>-0.6465788051</td>
<td>-0.5628627275</td>
<td>-0.5635942959</td>
<td>-0.6535942959</td>
<td>-0.6535942959</td>
<td>-0.6535942959</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.75</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td>-0.3678794410</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8. Approximate solution of (46) for different values of $\alpha$ by VIM.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>0.0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.25</td>
<td>1.0000000000</td>
<td>0.9465147794</td>
<td>0.8943648483</td>
<td>0.8405291699</td>
<td>0.7940458613</td>
<td>0.7243188124</td>
<td>0.6609792090</td>
<td>0.5937859545</td>
<td>0.5225868410</td>
<td>0.4472961608</td>
<td>0.3678794410</td>
</tr>
<tr>
<td>1.5</td>
<td>1.0000000000</td>
<td>0.9454228590</td>
<td>0.8963931622</td>
<td>0.8473612139</td>
<td>0.7960006207</td>
<td>0.7415534717</td>
<td>0.6811641977</td>
<td>0.6143785802</td>
<td>0.5403440458</td>
<td>0.4583661449</td>
<td>0.3678794412</td>
</tr>
<tr>
<td>1.75</td>
<td>1.0000000000</td>
<td>0.9421062944</td>
<td>0.8916315440</td>
<td>0.8437932991</td>
<td>0.7953958735</td>
<td>0.7438209295</td>
<td>0.6868513763</td>
<td>0.6143785802</td>
<td>0.5403440458</td>
<td>0.4583661449</td>
<td>0.3678794412</td>
</tr>
<tr>
<td>2.0</td>
<td>1.0000000000</td>
<td>0.93655216</td>
<td>0.8857506248</td>
<td>0.8362104424</td>
<td>0.7878462359</td>
<td>0.7378136463</td>
<td>0.6833009391</td>
<td>0.6218689603</td>
<td>0.5502484321</td>
<td>0.466461365</td>
<td>0.3678794412</td>
</tr>
</tbody>
</table>

Fig.1. Comparison of absolute error functions $E_1(x) - E_1(x)$ obtained by HPM and VIT for different $\alpha$. 
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VII. Conclusion

In this paper, this study showed that the numerical results of most nonlinear fractional integro-differential equations (1) – (3). We usually derive very good approximations to the solutions. It can be concluded that the HPM and VIM are a powerful and efficient technique in finding very good solutions for this kind of equations. We find that HPM is better than VIM (see Fig. 1 and Fig. 2). Also it is shown that the accuracy can be improved by more N-terms of approximated solutions and by taking more terms in the Taylor expansion of the exponential term. In our paper, we use the Maple Package to calculate the functions obtained from the HPM and VIM.
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