Boundedness and Continuity Implications on a Solution of an Initial Value Problem of First Order Linear Differential Equation
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Abstract: The theories of solutions of Differential Equations are very important because of their applicability to areas of physical science and modeling of some physical phenomena. The notion of their properties are quite revealing because of the cyclic relationship existing between them. In this paper, our objective is to x-ray the boundedness and continuity implications in a solution of an initial value problem of a first-order linear differential equation. We employed Arzela-Ascoli theorem and some other theorems from bounded linear maps to prove our assertions. The results obtained were quite revealing and shows the existence of a local solution to our equation if only f is assumed to be continuous. Furthermore, that map continuity is equivalent to boundedness in Normed linear spaces. We concluded that our objectives were achieved based on our deductions.
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I. Introduction

There are many qualitative properties of solutions of any differential equations, for instance, continuity, Boundedness, Periodicity, Uniform convergence. Phase plane, Existence and uniqueness etc. in all these properties, or finds out there are relationships among these properties leading to the solutions of any Differential Equation. For instance, we find out that Boundedness which is one of the properties of uniform convergence implies continuity and continuity implies boundedness at the origin and continuity at the origin implies Lipschitz continuous and Lipschitz continuous implies boundedness. Note that these can occur in bounded linear maps [C. E. Chidume(2006)]. If we drop that f is Lipschitz we still have existence of solutions but we already know that we might lose uniqueness. Even without uniqueness, two given solutions of IVP can still be glued together at to (if necessary) to obtain a solution defined on $I_1U I_2$. Furthermore, Zonis lemma can be used to ensure existence of maximal solutions in this case. [Gerald Teschl, 2012]

It is well known that “compactness” is central in Mathematical Analysis and its numerous applications. In fact, one characterization of finite dimensional spaces is a classical result known as the Heine-Borel theorem which states that “a normed linear space E is finite dimensional if and only if the unit ball in E is compact. Another important classical result connected with compactness is the well known Bolzano-Weierstrass theorem which states that any bounded sequence in R has a convergent subsequence. [C. E. Chidume, 2006]

To show that the continuity of f is sufficient for the existence of at least the solution of our equation (1.1), in the proof of Euler’s method, the key observation is that, since f is continuous, it is bounded by a constant on each compact interval. Hence the derivative of $x_n(t)$ is bounded by the same constant. Since then constant is independent of h, the functions $x_n(t)$ form an equi-continuous family of functions which converges uniformly after may be passing to a subsequence by the Arzela theorem. [Gerald Teschl, 2012]

In this paper, our objective is to search for the boundedness and continuity implications in a solution of an initial value problem of a first order differential Equation. We will invoke particularly Arzela-Ascoli theorem to prove our case. So many authors have proved the existence of solutions of the Differential Equations by using Boundedness properties,[Finan M.B(1999), Ogbu et al(2012)]. Others have also used uniform convergence [Eze E.O et al(2012, 2013)]

In recent years, there has been an interest in the study of fractional integro-fractional differential equations. S. Momani (2000) used Schauder’s fixed point theorem to obtain local existence and Tykhonov’s fixed point theorem to obtain global existence of solutions of (1.1). S. Momani (2001) used the successive approximations method and Arzela-Ascoli lemma to obtain existence and uniqueness of solutions of equation (1.1). S. Momani and R. EL-Khazali (2000) using comparison principle and Ascoli lemma investigated the existence of extremal (maximal and minimal) solutions of our equations (1.1). S. Momani et al (2007) used Bihari’s inequality to obtain local uniqueness and Gronwall’s inequality to obtain global uniqueness of solution of the initial value problem (1.1) which they considered as a generalization of the earlier work on S. M. Momani (2000).

The requirement that f is locally Lipschitz continuous in Picard-Lindelof theorem is already more than we actually needed in its proof. In fact, all one needs to require is that f is measurable with $M(t)$ finite and $L(t)$
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locally integrable (i.e. \( \int L(t)dt < \infty \) for any compact interval \( I \)). However, then solution of the integral equation is only absolutely continuous and might fail to be continuously differentiable. In particular when going back from integral to the differential equation, the differentiation has to be understood in a generalized sense. [Gerald Teschl, 2012]

In the case of continuity, one notices that although a function might be continuous, it might not be differentiable but all differentiable functions are continuous. This is because the domains of differentiable functions are larger than the domain of continuous functions. [Osisiogu U.A. (2009)]

We consider the first order differential equation of the form.
\[
\dot{x} = f(t,x)
\]
\[
x(t_0) = x_0
\]

(1.1)

II. Definitions And Theorems

We will state some definitions and theorems which we consider as an asset to our proof.

**Definition 2.1:** Let \( X \) and \( Y \) be normed linear spaces and let \( T: X \rightarrow Y \) be a linear map. Then \( T \) is said to be bounded if there exists some constant \( k \geq 0 \) such that for each \( x \in X \)
\[
\|T(x)\| \leq k\|x\|
\]
The constant \( k \) is called a bound for \( T \) and in this case \( T \) is called a bounded linear map [C.E Chidume(2006)]

**Definition 2.2:** Let \( (X, P_X) \) and \( (Y, P_Y) \) be metric spaces and let \( f: D(f) \subseteq X \rightarrow Y \) be a mapping from the domain of \( f \), \( D(f) \) in \( X \) to \( Y \). Then \( f \) is said to be continuous at \( x_0 \in X \) if given any \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that if \( x \in D(f) \) and \( P_X(x,x_0) < \delta \) then \( P_Y(x,x_0) < \varepsilon \) [C.E Chidume(2007)] pp 74.

**Theorem 2.3:** Let \( X \) and \( Y \) be normed linear spaces and let \( T: X \rightarrow Y \) be a linear map. Then the following statements are equivalent

i. \( T \) is continuous

ii. \( T \) is continuous at the origin (in the sense that if \( \{x_n\} \) is a sequence in \( X \) such that \( x_n \rightarrow 0 \) as \( n \rightarrow \infty \), then \( T(x_n) \rightarrow 0 \) in \( Y \) as \( n \rightarrow \infty \))

iii. \( T \) is Lipschitz. i.e., there exists a constant \( k \geq 0 \) such that \( x \in X \)
\[
\|T(x)\| \leq k\|x\|
\]

iv. If \( D := \{x \in X: \|x\| \leq 1 \} \) is a closed unit disc in \( X \); then \( T(D) \) is bounded (in the sense that there exist a constant \( M \geq 0 \) such that \( \|T(x)\| \leq M \) for all \( x \in D \));

Proof: (see Chidume C.E. 2006) pp. 25

**Remark:** In the light of definition 2.1 and theorem 2.3, we have that a linear map \( T: X \rightarrow Y \) is continuous if and only if it is bounded. Thus for linear maps, continuity and boundedness are equivalent.

**Theorem 2.4(Arzela-Ascoli Theorem):** If \( X \) is a compact metric space, a subset \( K \subseteq C(X) \) is relatively compact if and only if it is uniformly bounded and equi-continuous.

**Theorem 2.5(Bolzano Weirstress theorem):** Every bounded sequence in \( \mathbb{R} \) has a convergent subsequence.

We state the Existence and Uniqueness theorem for equation (1.1) as follows[C.E. Chidume; 2003 et al].

**Theorem 2.6(PICARDS):** Let \( \mathbb{R} \) be a region in the \((t,x)\) plane containing the point \((t_o,x_o)\) and suppose that;

i. \( f \) is a continuous function in the interval \( I \)

ii. \( f \) is lipschitz continuous with lipschitz constant \( K \), then the initial value problem
\[
\dot{x} = f(t,x); x(t_0) = x_0
\]
has a unique solution in the closed interval \( I = [t_o-h,t_o+h] \)


**Theorem 2.7(PICARDS):** The Existence and Uniqueness theorem can be re-stated as follows; if \( f(t,x) \) and \( \frac{\partial f}{\partial x} \) are continuous for all \( (t,x) \) in the rectangular plane \( \mathbb{R} \) and bounded that is;

i. \( |f| \leq K \)

ii. \( \frac{\partial f}{\partial x} \leq M \)

for all \( (t,x) \) in \( \mathbb{R} \), the initial value problem (1.1) has at most one solution \( x(t) \). Hence it has precisely one solution. See Ogbaru et al (2012), Finan M.B (1999).

One of the approaches to approximate a solution (1.1) is by constructing a sequence of functions that converges uniformly to a solution. This approach is due to Picard. Picard’s iterations are defined recursively as
if this sequence of functions of (1.2) converges uniformly to a function \( x(t) \) then the function is the solution to our initial value problem (1.1). We have established this in the proof of the theorems (Eze E.O (2012) Ogbu et al (2012), Finan M.B (1999).

III. Methodology

We will use the Arzela-Ascoli’s theorem to prove the relationship between boundedness and continuity. Furthermore, we will employ the theorem in linear maps to show that equivalence between continuity and boundedness and draw conclusions based on their implications to the solution of our initial value problem of a first order differential equation of the form

\[
\begin{align*}
x(t) &= x_0 + \int_{t_0}^{t} f(S, x(s)) \, ds \\
\end{align*}
\]

IV. Main Results

We will use the proof of Arzela-Ascoli theorem to seek for equi-continuity and uniform convergence (Theorem 2.4). Again, we will show that boundedness implies continuity. An application of the Arzela-Ascoli Theorem yields the existence of solutions to the differential equation of (1.1) or \( y' = f(x, y) \) in case \( f \) is assumed to be continuous.

Theorem: If \( f \) is continuous on an open set \( D \), the differential equation \( \frac{dy}{dx} = f(t, x) \) has a local solution passing through \( (t_0, x_0) \).

Proof: Let \( \mathcal{R} \) be a closed, non-degenerate rectangle contained in \( D \) having centre \((t_0, x_0)\) and sides parallel to the axes. Let \( M > 0 \) be such that

\[
|f(t, x)| < M \text{ for all } (t, x) \in \mathcal{R}
\]

The two lines through \((t_0, x_0)\) with slopes \( IM \) may intersect the horizontal sides of \( \mathcal{R} \). If so, take \( I \) to be the projection on the \( x \)-axis of the interval between the points of intersection. Otherwise, \( I \) is the projection of the entire horizontal side. In either case, \( I \) has the form \([a, b]\) for some \( a \).

Let \( \varphi_x \) be linear with slope \( M \) so that \( |f(t, x)| < M |t - a| \) for all \( (t, x) \in \mathcal{R} \).

It is enough to describe \( \varphi_x \) on the interval \([a, b]\).

So that

\[
|\varphi_x(t) - \varphi_x(t')| < M|t - t'| \text{ for all } t, t' \in I
\]

Let \( \varphi_x(t_0) = x_0 \) and in \([t_0, t_1]\). Let \( \varphi_x \) be linear with slope \( f(t_1, \varphi_x(t_1)) \). Continuing in a way which should now be clear, \( \varphi_x \) is defined on \([t_0, t_0 + a]\) since the slope of \( \varphi_x \) nowhere exceeds \( M \) in absolute value, we obtain \( |\varphi_x(t) - \varphi_x(t')| \leq M|t - t'| \) for all \( t, t' \in I \).

In other words, the functions \( \varphi_x \), where we consider one such function for each \( 0 < \varepsilon < a \) are an equi-continuous collection.

Fix \( \varepsilon \). If \( x \in I \) and \( t \neq t_i, i = 0, 1, \ldots, n \) then \( t_{j-1} < t < t_j \) for some \( j \) and

\[
|\varphi_x(t) - \varphi_x(t_{j-1})| < M|t - t_{j-1}| < M \frac{\delta}{M} = \delta
\]

But this implies

\[
|f(t_{j-1}), \varphi_x(t_{j-1}) - f(t, \varphi_x(t))| < \delta
\]

But \( \varphi_x(t) \) exists and equals \( f(x_{j-1}, \varphi(t_{j-1})) \). It follows that \( \varphi_x \) is an \( \varepsilon \) - appropriate solution.
We now write

$$\varphi(t) = x_0 + \int_{t_0}^{t} \left[ f(s, \varphi_s(s) + [\varphi_e(t) - f(t, \varphi_e(t))] \right]$$

Where $\varphi_e$ can have any values at the vertices. Choose them so that the term in brackets vanishes there.

The collection $\varphi_e, a > e > 0$ is uniformly bounded on $I$ (since graphs all lie in $\mathbb{R}$) and is equi-continuous. Hence if $(e_n)$ is a null sequence, it has a subsequence, which we again call $(e_n)$ such that $\{\varphi_{e_n}\}$ converges uniformly to a function $Q$ on $I$.

Since $f$ is uniformly continuous $\{f(t), \varphi_{e_n}(t)\}$ converges uniformly to $f(s, \varphi(s))$ on $I$. Moreover, $\varphi_{e_n}(t) - f(u, \varphi(u))$ converges uniformly to zero on $I$. it then follows by (*) that

$$X(t) = x_0 + \int_{t_0}^{t} f(t, \varphi(t)) \, ds$$

But this implies that $\varphi$ is differentiable on $I$ and is the required solution [Casper G and George P.(1987)].

Evolving Theorem (2.3) and we offer the proof as follows:

Boundedness $\Rightarrow$ Continuity

Proof $\Rightarrow$ Let $x_1, x_2$ be arbitrary elements of $X$. assume that $x_1 - x_2 \neq 0$. Consider the vector:

$$U: \frac{x_1 - x_2}{\|x_1 - x_2\|}$$

Clearly; $u \in D$ and so by condition (iv) (i.e. T(D) is bounded) there exists a constant $k \geq 0$ such that: $\|T(u)\| \leq K$, i.e.

$$\|T \left( \frac{x_1 - x_2}{\|x_1 - x_2\|} \right) \| \leq K or \|Tx_1 - Tx_2\| \leq K\|x_1 - x_2\|$$

$\Rightarrow$ If on the other hand, $x_1 - x_2 = 0$ this inequality clearly also holds. Thus, the inequality holds for all $x_1, x_2 \in X$. Now given any $\varepsilon > 0$.

Choose $\delta = \frac{\varepsilon}{k + 1}$; so if $\|x_1 - x_2\| < \delta$ we obtain

$$\|Tx_1 - Tx_2\| \leq K\|x_1 - x_2\| \leq K\delta = \left( \frac{K}{K + 1} \right) \varepsilon < \varepsilon$$

And hence $T$ is uniformly continuous on $X$ [C.E. Chidume; 2006].

V. Discussion

We look at this theorem: Let $(f_n)$ be a sequence of continuous function on a set $D$. Let $f_n \rightarrow f$ uniformly on $D$. Then $f$ is continuous on $D$. This theorem is useful in some cases, in showing that a given sequence of continuous functions does not converge uniformly. The theorem asserts the following:

i. $(f_n)$ is a sequence of continuous function; $f_n \rightarrow f$ uniformly $\Rightarrow$ $f$ is continuous. The contrapositive statements to this theorem (i.e. another way of stating the same theorem) is the following:

$(f_n)$ is a sequence of continuous function; $f_n \rightarrow f$ pointwise, then $f$ is not continuous $\Rightarrow$ convergence is not uniform. (C.E. Chidume et al 2003)

Arzela-Ascoli propagation theorem asserts that pointwise convergence of an equi-continuous sequence of functions on a dense subset of the domain propagates to uniform convergence on the whole domain (C.E. Chidume et al 2003).

The Weierstrass theorem asserts that if $[a, b]$ is a closed interval on the real line, then the polynomials are dense in $C^2[a, b]$. In other words, every continuous function on $[a, b]$ is the limit of a uniformly convergent sequence of polynomials [Gasper Goffman and George Patrick(1987)].

$T$ is continuous if and only if for every open $G \subset Y$ the inverse image $T^{-1}(G) = \{x: x \in X, T_x \in G\}$ is open in $X$.

Every totally bounded metric space is separable. $T$ is said to be uniformly continuous on $X$ if for every $\varepsilon > 0$ there is a $\delta > 0$ such that

$$p(x, x') < \delta \Rightarrow d(T_x, T_{x'}) < \varepsilon$$

for all $x, x' \in X$.

If $X$ is compact then, every $T$ which is continuous on $X$ is uniformly continuous.

A collection $F$ of function on a set $X$ is said to be uniformly bounded if there exists $M > 0$ such that $|f(x)| \leq M$ for all $x \in X$ and all $f \in F$.

Uniform convergence implies semi-uniform convergence implies point-wise convergence implies $L^2$-space (continuous and bounded function) but the converse is not true. [Eze, E.O. et al, 2013]

Asymptotic stability implies stability implies Boundedness implies periodicity. [Eze, E.O. et al, 2013]

All uniform convergence solutions are equally bounded solution but the converse may not be true.
VI. Conclusion

If a sequence of function \( x_n(t) \) converges uniformly to the solution \( x(t) \) of our initial value problem then there must also exist a subsequence \( \{ x_{n_k} \} \) of any bounded equi-continuous sequence of function \( \{ x_n \} \) which must converge uniformly to our \( x(t) \). This point \( x(t) \) is a unique point which coincides with our unique solution of (1.1) and therefore confirms existence of solution (1.1). Again, an affirmation of our theorem on existence and uniqueness of solution of (1.1) due to Picard’s theorem and re-emphasis on boundedness and continuity of our function \( f \).
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