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Abstract: Working capital management is an important aspect of financial management. Since working capital significantly affects profitability and healthiness of businesses, prudent management of working capital is necessary for the success of firms. The researcher selected the title because no study is conducted on the impact of working capital management on the profitability of manufacturing firms particularly in case of sole proprietorship manufacturing firms in Adama City.

For this purpose, the researcher collected quantitative data from financial statements covering a period of 2007-2012 for 10 sole proprietorship manufacturing firms in Adama city that have been selected by purposive sampling method. The research design was explanatory research and profitability was measured in terms of net operating profit (NOP). The study used descriptive statistics, and balanced fixed effect panel regression to analyze the data. The final findings of the study showed that average payment period has significant positive relationship with profitability while sales growth and size of the firm influence significantly in opposite direction on firms profitability. The study concludes that the firms are needed to improve their collection and payment policy. The firms can also improve their profitability by identifying and concentrating on target markets rather than simply focusing on increasing sales. Moreover, efficient Management and financing of components of working capital can increase the operating profitability of sole proprietorship manufacturing firms.
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I. Introduction

1.1 Background of the Study

Every running business needs working capital; even including a business which is fully equipped with all types of fixed assets. This is because such business is bound to collapse without (i) adequate supply of raw materials for processing; (ii) cash to pay for wages, power and other costs; (iii) creating a stock of finished goods to feed the market demand regularly; and, (iv) the ability to grant credit to its customers all these require working capital. Working capital is thus like the lifeblood of a business (Lasher, 2006). The business will not be able to carry on day-to-day activities without the availability of adequate working capital. As the study by Padachi (2006) indicates, management of working capital is very important to businesses of all sizes. Working capital represents around 40% of total assets in a manufacturing firm and 50% to 60% of total assets in retailing and wholesales (Moyer et al, 1995). According to Smith (1980), the efficient management of working capital is important from the point of view of liquidity and profitability as well as firm value. Poor management of working capital results in unnecessary investment in unproductive assets or inadequate investment in current assets.

For manufacturing firms, there is a time lag between purchase of raw materials, sale of finished goods and collection of receivables from customers. As the receivables outstanding are not collected at proper time, the firm will be in shortage of working capital and it may not be in a position to meet obligations as they due. On the other hand holding too much working capital bears opportunity costs which otherwise generate profit if it is invested on profitable assets (Brealey et al, 2001). Therefore, Working capital management is important part in firm’s financial management decision. An optimal working capital management is expected to contribute positively to the creation of firm value. Working capital management system is an excellent way for many companies to improve their earnings and also it deals with current assets and current liabilities. However, firms with too few current assets may incur shortages and difficulties in maintaining smooth operations. Efficient working capital management involves planning and controlling current assets and current liabilities in a manner that eliminates the risk of inability to meet due short term obligations on the one hand and avoid excessive investment in these assets on the other hand (Raheman and Nasr, 2007). Hence, it is possible to summarize that inefficient management of working capital increases the cost of running the business, which eventually results in...
The Impact of Working Capital Management on Firms’ Profitability: Case of Selected Sole

decreasing of profits. Since maximization of profit is the key objective for all firms, this study’s main purpose is to analyze and evaluate how the working capital management affects achieving this objective and finally to give recommendation based on the results of findings.

The ultimate objective of any firm is maximizing profit and satisfying shareholders (owners). The main challenge for managers of a given firm is how to achieve this objective. Therefore, in order to maximize profit the cost should be minimized. How the cost can be minimized to increase profit? Working capital management is the important issue that affects profitability of firms. According to Raheman and Nasr (2007), current assets of a typical manufacturing firm accounts for over half of its total assets implying that proper attention should be given for efficient management of working capital.

Working capital management is considered to be a very important element to analyze the organizations’ performance while conducting day to day operations, by which balance can be maintained between liquidity and profitability. However, it is also indicated that it is a difficult task for managers to make sure that the business function is running in well-organized and advantageous manner and if there are chances of inequality of current assets and current liability during business operation, firm’s growth and profitability will be affected (Azam and Haider, 2011). The impact of working capital management on firm’s profitability has been studied by different researchers in different parts of the world (Raheman and Nasr, 2007; Ahmed, 2012; Padachi, 2006; Napompech, 2012; Sundar, 2012; Quayyum, 2011 and Ganesan, 2007). However, these studies are made on large firms operating within developed money and capital markets of developed countries. In Ethiopian context, researches that are conducted on impact of working capital management on firm’s profitability, particularly for manufacturing companies concentrated on share companies, private limited companies, and small and medium scale enterprises (Mulualem, 2011; Nuru, 2012 and Ephrem, 2011). However, based on such findings it is difficult to generalize for sole proprietorship manufacturing firms that finance their business by only debt and operate on capitals obtained from a single person (individual). So the intent of this study was to examine how the working capital management can affect profitability of sole proprietorship manufacturing firms in Adama City. Based on the aforementioned problems, the followings objectives were set under the study:-

1. To examine the impact of average collection period, average payment period and sales growth on net operating profitability.
2. To establish a relationship between liquidity and profitability.
3. To find out the relationship between profitability and size of the firm.
4. To find out the relationship between debt used and profitability.

Against the backdrop of objectives stated above, the following hypotheses were formulated.

H₁: There is no relationship between liquidity and profitability of sole proprietorship manufacturing firms in Adama City.

H₂: There is a positive/negative relationship between liquidity and profitability of sole proprietorship manufacturing firms in Adama City.

H₃: There is no relationship between the size and profitability of sole proprietorship manufacturing firms in Adama City.

H₄: There is a positive/negative relationship between the size and profitability of sole proprietorship manufacturing firms in Adama City.

H₅: There is no relationship between debt used by sole proprietorship manufacturing firms in Adama City and it profitability.

H₆: There is a positive/negative relationship between debt used and profitability of sole proprietorship manufacturing firms in Adama City.

H₇: There is no relationship between average collection period and profitability of sole proprietorship manufacturing firms in Adama City.

H₈: There is positive/negative relationship between average collection period and profitability of sole proprietorship manufacturing firms in Adama City.

H₉: There is no relationship between average payment period and profitability of sole proprietorship manufacturing firms in Adama City.

H₁₀: There is positive/negative relationship between average payment period and profitability of sole proprietorship manufacturing firms in Adama City.
There is no relationship between sales growth and profitability of sole proprietorship manufacturing firms in Adama City.

There is positive/negative relationship between sales growth and profitability of sole proprietorship manufacturing firms in Adama City.

II. Material And Methods

The study was conducted to investigate the impact of working capital management on profitability of selected sole proprietorship manufacturing firms in Adama City covering the period 2007-2012.

Study Design: An explanatory research design
Study Location: The study was conducted on sole proprietorship manufacturing firms in Adama City, Ethiopia.
Study Duration: July 2007 to July 2012
Sample size and selection method: From a total of 21 sole proprietorship manufacturing firms in Adama City, the researcher purposively selected 10 to include only firms maintaining financial statements in the sample, because this cannot be obtained by probability sampling method. As a result, all firms maintaining required financial data for the study are selected as a sample.

Procedure methodology

The study used descriptive statistics and regression analysis to analyze collected data. Descriptive statistics were used to describe relevant aspects of observable facts about the variables and provide detailed information about each relevant variable. Under this, mean, median, standard deviation, maximum and minimum values of the required variables have been computed. On the other hand, balanced fixed effect panel regression model was used after completing tests of classical linear regression model (CLRM) assumptions. The balanced fixed effect panel regression model was used to measure and estimate the causal relationships between net operating profit and explanatory variables. In analyzing the data, the researcher used Eviews 6 software programme.

Model Specification: The model used in this study is similar to models of previous studies such as Raheman and Nasr (2007), Morawakage and Lakshan (2007), and Mulualem (2011). Pooled regression type of panel data analysis was used in this study. The pooled regression, which is also called the constant coefficients model, is one in which both intercepts and slopes are constant, and the cross section from a data and time series data are pooled together in a single column, assuming that there are no significant cross section or temporal effects which is deemed to have advantages over cross sectional and time series data methodology (Gujarati, 2004).

The general form of the model is:

\[ NOP_i = \beta_0 + \sum_{i=1}^{\beta_i} X_{it} + \varepsilon \]

Where:

- \( NOP_i \): Net Operating Profitability of firm i at time t; i = 1, 2, ..., 10 firms.
- \( \beta_0 \): The intercept of equation
- \( \beta_i \): Coefficients of \( X_{it} \) variables
- \( X_{it} \): The different independent variables for working capital Management of firm i at time t
- \( t \): Time = 1, 2, ......., 6 years.
- \( \varepsilon \): The error term

When the above general least square model is converted in to specified variables, it is rewritten as:

\[ NOP_i = \beta_0 + \beta_1 (ACP_{it}) + \beta_2 (APP_{it}) + \beta_3 (CR_{it}) + \beta_4 (DR_{it}) + \beta_5 (LOS_{it}) + \beta_6 (SG_{it}) + \varepsilon \]

Where:

- NOP= Net operating profitability
- ACP= Average collection period
- APP= Average payment period
- CR= Current ratio
- DR= Debt ratio
- LOS = Natural logarithm of Sales
- SG= Sales growth
- \( \varepsilon \)= Error term
Summary of description and measurement of Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Measurement</th>
<th>Abbreviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Net operating profit</td>
<td>Earnings before interest and tax/ Total assets</td>
<td>NOP</td>
</tr>
<tr>
<td>Average collection period</td>
<td>(Accounts receivable/Net sales) x 365</td>
<td>ACP</td>
</tr>
<tr>
<td>Average payment period</td>
<td>(Accounts payable/purchases) x 365</td>
<td>APP</td>
</tr>
<tr>
<td>Current ratio</td>
<td>Current assets/ Current liabilities</td>
<td>CR</td>
</tr>
<tr>
<td>Debt ratio</td>
<td>Total liabilities/ Total assets</td>
<td>DR</td>
</tr>
<tr>
<td>Firm size</td>
<td>Natural logarithm of sales</td>
<td>LOS</td>
</tr>
<tr>
<td>Sales growth</td>
<td>(Current year’s sales - Previous year’s sales) / Previous year’s sales</td>
<td>SG</td>
</tr>
</tbody>
</table>

III. Result

Table no 1 provides descriptive statistics of dependent and independent variables for selected sole proprietor manufacturing business enterprises in Adama City for the years 2007-2012. In order to measure mean, median, maximum values, minimum values and standard deviation of different variables, the summary data computed for each variable is shown on the table 4.1 given below.

<table>
<thead>
<tr>
<th>Variable</th>
<th>NOP</th>
<th>ACP</th>
<th>APP</th>
<th>CR</th>
<th>DR</th>
<th>LOS</th>
<th>SG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.04853</td>
<td>19.16809</td>
<td>20.78914</td>
<td>8.16992</td>
<td>0.46703</td>
<td>16.00174</td>
<td>0.23916</td>
</tr>
<tr>
<td>Median</td>
<td>0.04281</td>
<td>17.41912</td>
<td>20.07005</td>
<td>1.34337</td>
<td>0.46550</td>
<td>16.24250</td>
<td>0.18755</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.17993</td>
<td>62.45433</td>
<td>41.81010</td>
<td>127.4623</td>
<td>0.86779</td>
<td>19.40679</td>
<td>1.89336</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.00145</td>
<td>0.00279</td>
<td>0.21604</td>
<td>0.02287</td>
<td>0.00274</td>
<td>12.09721</td>
<td>-0.99888</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>0.04190</td>
<td>16.60389</td>
<td>11.79050</td>
<td>23.35822</td>
<td>0.26394</td>
<td>1.85561</td>
<td>0.52967</td>
</tr>
<tr>
<td>Observations</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
</tbody>
</table>

Source: Eviews 6 output

The mean value of net operating profitability is 0.04853 percent of total assets with a standard deviation 0.04190 percent imply that the value of profitability can deviate by 0.04190 percent from its mean to both sides. The maximum value for the net operating profitability is 18 percent for the firms in a year while the minimum is 0.15 percent.

Firms collect payment against sales after an average of 19 days and standard deviation is 17 days. Minimum and maximum time taken by firms to collect cash from receivables is 0.003 day and 62 days respectively.

Firms take an average 21 days to pay their purchases with standard deviation of 12 days. Here, minimum time taken by firms is 0.22 days, and maximum time taken for this purpose is 42 days. When the average collection period is compared with average payment period, the maximum time taken for the firm to collect cash from the customers and to pay suppliers was 62.5 days and 42 days respectively. However, on average, the average collection period and average payment period are almost equal (19 and 21 days respectively). This shows the firm has poor collection as well as payment policy.

To check the liquidity of the firm, current ratio which is a traditional measure of liquidity is used. The results reveal that average current ratio for the firm is 8.17 with a standard deviation of 23.36. The highest current ratio for a firm in a particular year is 127.46 times and that of the minimum ratio for a firm in a year is 0.23.

Debt ratio is used to check the debt financing and its relationship with the profitability, and the results show that the average debt ratio for the firm is 47% with a standard deviation of 26%. The maximum debt financing used by a firm is 87% while the minimum is 0.3%.

Natural logarithm of sales is used to check the size of the firm and its relationship with profitability. The mean, standard deviation, maximum and minimum value of log of sales revealed 16, 1.86, 19.41, and 12.10 respectively.

In addition, to check the sales growth and its impact on profitability, sales growth is used as another independent variable and the results of descriptive statistics show that the average sales growth for the selected sole proprietor manufacturing firms in Adama City is 24 percent with a standard deviation of 53 percent. The maximum and minimum values for this purpose are 1.89 and -0.999 respectively.

Testing of Assumptions of CLRM

In order to draw correct estimation, using regression model to analyze the data requires certain assumptions to be fulfilled. Under this subsection, the study presented five different results for the tests of CLRM such as tests of normality assumption, tests for multicollinearity, tests for the assumption that errors have zero mean, tests for homoscedasticity and tests for the absence of autocorrelation.
1. Normality test

Before using OLS regression analysis, normality test was carried out for all independent variables. Normality assumption of the regression model was tested with the Jarque-Bera measure. As the result depicted on figure 4.1 shows, histogram is bell shaped implying that the distribution is normal. Jarque-Bera statistic is 1.3951 with a p-value of 0.4978. Since the p-value is greater than 0.05, it supports the null hypothesis of presence of normal distribution. In addition, the histogram also signifies that skewness is nearer to zero and kurtosis is closer to 3 implying that the data fulfills normality assumption.

![Figure 1: Histogram of normality test](image-url)

Table no 2  Correlation matrix between explanatory variables

<table>
<thead>
<tr>
<th></th>
<th>ACP</th>
<th>APP</th>
<th>CR</th>
<th>DR</th>
<th>LOS</th>
<th>SG</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACP</td>
<td>1.000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>APP</td>
<td>0.024810</td>
<td>1.000000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CR</td>
<td>0.139929</td>
<td>0.242251</td>
<td>1.000000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DR</td>
<td>-0.029637</td>
<td>0.210073</td>
<td>-0.201720</td>
<td>1.000000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LOS</td>
<td>-0.331107</td>
<td>0.294087</td>
<td>0.221543</td>
<td>0.363164</td>
<td>1.000000</td>
<td></td>
</tr>
<tr>
<td>SG</td>
<td>-0.252462</td>
<td>0.113299</td>
<td>0.027787</td>
<td>0.070706</td>
<td>0.411511</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

Source: Eviews 6 output

2. Multicollinearity test

Multicollinearity is the existence of a perfect, or exact, linear relationship among some or all explanatory variables of a regression model. If the explanatory variables were correlated to one another, adding or removing a variable from a regression equation would cause the values of the coefficients on the other variables to change. If an independent variable is an exact linear combination of the other independent variables, then it says the model suffers from perfect collinearity, and it cannot be estimated by OLS (Brooks, 2008).

According to Churchill and Iacobucci (2005), when there is multicollinearity, the amount of information about the effect of explanatory variables on dependent variables decreases. However, there is no clear and single convention about how much correlation causes multicollinearity. For example, Hair et al (2006) argued that correlation coefficient below 0.9 may not cause serious multicollinearity problem. On the other hand, Malhotra (2007) stated that multicollinearity problem exists when the correlation coefficient among variables is greater than 0.75. Kennedy (2008) suggested that the correlation coefficient above 0.7 could cause a serious multicollinearity problem leading to inefficient estimation and less reliable results.

In order to identify whether there is multicollinearity problem among the independent variables, pearson correlation for the variables was calculated as shown on the table 4.4 below. The results in the correlation matrix show that the highest correlation of 0.412 which is between sales growth and size of the firm (natural logarithm of sales). For the purpose of this study, there is no correlation above the aforementioned levels. Hence, it is possible to conclude that there is no multicollinearity problem among the independent variables so that the results can be successfully estimated.
3. Test for the assumption “Errors have zero mean \((u_t = 0)\)”

If a constant term is included in the regression equation, this assumption will never be violated (Brooks, 2008). Accordingly, a constant term is included in the regression result of study and this shows that the assumption is not violated.

4. Test for homoscedasticity (Constant variance of errors) \(\text{Var} \ (u_t) = \sigma^2 < \infty\)

The assumption of the CLRM states that the variance of the errors is constant or equal is known as homoscedasticity (i.e. it is assumed that \(\text{Var} \ (u_t) = \sigma^2\)). If the variance of the errors is not constant, this would be known as heteroscedasticity (Gujarati, 2004). This study used white test to identify heteroscedasticity across the range of explanatory variables if any.

The result in table 4.3 shows, the \(F\), \(\chi^2\), and scaled explained SS versions of the test statistic give the same conclusion that reveals the absence of heteroscedasticity as the p-values in all of the cases were above 0.05. Therefore, the null hypothesis of heteroscedasticity should be rejected.

Table no 3: Heteroscedasticity test: White

<table>
<thead>
<tr>
<th>Test Statistic</th>
<th>Value</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>F-statistic</td>
<td>1.467762</td>
<td>0.1486</td>
</tr>
<tr>
<td>Obs*R-squared</td>
<td>33.19543</td>
<td>0.1907</td>
</tr>
<tr>
<td>Scaled explained SS</td>
<td>40.05786</td>
<td>0.0506</td>
</tr>
</tbody>
</table>

Source: Eviews 6 output

5. Test for autocorrelation

Durbin –Watson test is used to prove the absence of autocorrelation. According to Brooks (2008), DW has 2 critical values: an upper critical value and a lower critical value, and there is also an intermediate region where the null hypothesis of no autocorrelation can neither be rejected nor not rejected. In this test, the null hypothesis is rejected and the existence of positive autocorrelation presumed if DW is less than the lower critical value; the null hypothesis is rejected and an existence of negative autocorrelation is presumed , if DW is greater than 4 minus the lower critical value; the null hypothesis is not rejected and no significant residual autocorrelation is presumed if DW is between the upper critical value and 4 minus the upper limits; the null hypothesis is neither rejected nor not rejected if DW is between the lower and upper limits, and between 4 minus the upper and 4 minus the lower limit.

The DW test statistic value in the regression result was 2.069 which is closer to 2. There are a total of 60 observations and 6 regressors (excluding the intercept) in the regression. According to DW stat t able, the relevant critical values for the test were \(dL = 1.214\), \(dU = 1.639\), so \(4 - dU = 2.361\) and \(4 - dL = 2.786\). This indicates that test statistic is between the upper critical value and 4 minus the upper limits implying that the null hypothesis should not be rejected and no significant residual autocorrelation is presumed.
Selection of Random Effect (RE) versus Fixed Effect (FE) Models

The main objective of this section was to select the best model for the study based on the results obtained from Hausman test. There are different ways of selecting the best model. According to Gujarati (2004), if T (the number of time series data) is large and N (the number of cross-sectional units) is small, there is likely to be little difference in the values of the parameters estimated by fixed effect model/FEM and random effect model/REM. On the other hand, Brooks (2008) argued that REM is more appropriate when the entities in the sample can be thought of as having been randomly selected from the population, but a FEM is more plausible when the entities in the sample effectively constitute the entire population/sample frame. Since the sample for this study was not selected randomly, Hausman test was employed to check preferable model and the result is presented as follows.

Table no 4: Correlated Random Effects-Hausman Test

<table>
<thead>
<tr>
<th>Test Summary</th>
<th>Chi-Sq. Statistic</th>
<th>Chi-Sq. d.f.</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross-section random</td>
<td>16.755781</td>
<td>6</td>
<td>0.0102</td>
</tr>
</tbody>
</table>

Source: Eviews 6 output

As it is shown on the table 4.4, the p-value for the test is 0.0102 (which is less than 0.05). Therefore, since the p-value of the test is less than 0.05, the null hypothesis of the Hausman test that the random effect method is the preferred regression method was rejected. By having this evidence, the researcher preferred the fixed effect model to examine the relationship between net operating profit and explanatory variables.

Results of the regression analysis

The main objective of this section was to examine the association between the dependent variable and explanatory variables. Accordingly, the result obtained by the fixed effect model that explains regression results between the dependent variable (net operating profitability) and explanatory variables is analyzed. The regression result on table no 4 shows that dependent variable (net operating profit) is 70.96 percent explained by its independent variables (i.e. $R^2 = 0.7096$), which is very large. From this result, it can be concluded that the regression model used for the study has highly explained the overall model signifying the study was not lost very important variables that affect the study’s output.

The regression F-statistic (7.17) and the p-value of zero attached to the test statistic reveal that the null hypothesis that all of the coefficients are jointly zero should be rejected.

Regression result- Fixed Effect Model

$$NOP = \beta_0 + \beta_1 (ACP_a) + \beta_2 (APP_a) + \beta_3 (CR_a) + \beta_4 (DR_a) + \beta_5 (LOS_a) + \beta_6 (SG_a) + \epsilon$$

Table no 5: Regression results- Fixed Effect Model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>-0.239969</td>
<td>0.114320</td>
<td>-2.099096</td>
<td>0.0416</td>
</tr>
<tr>
<td>ACP</td>
<td>-0.000735</td>
<td>0.000522</td>
<td>-1.406803</td>
<td>0.1665</td>
</tr>
<tr>
<td>APP</td>
<td>0.002312</td>
<td>0.000542</td>
<td>4.264655</td>
<td>0.0001***</td>
</tr>
<tr>
<td>CR</td>
<td>1.67E-05</td>
<td>0.000200</td>
<td>0.083284</td>
<td>0.9340</td>
</tr>
<tr>
<td>DR</td>
<td>-0.034398</td>
<td>0.022631</td>
<td>-1.519930</td>
<td>0.1357</td>
</tr>
<tr>
<td>LOS</td>
<td>0.017126</td>
<td>0.006775</td>
<td>2.527711</td>
<td>0.0151**</td>
</tr>
<tr>
<td>SG</td>
<td>-0.015069</td>
<td>0.007412</td>
<td>-2.033060</td>
<td>0.0481**</td>
</tr>
</tbody>
</table>

R-squared 0.709601 Mean dependent var 0.048529
Adjusted R-squared 0.610601 S.D. dependent var 0.041903
S.E. of regression 0.026148 Durbin-Watson stat 2.068977
Sum squared resid 0.030084 F-statistic 7.167703
Prob(F-statistic) 0.000000
The Impact of Working Capital Management on Firms’ Profitability - Case of Selected Sole ...

***, ** indicates significance at 1% and 5% level respectively.
Source: Eviews 6 output

IV. Discussion

The regression result indicates that the coefficient of average collection period is negative implies that the increase or decrease in the number of days taken by firms to collect cash will affect profitability of the firm in opposite direction. This means as the number of days to collect cash from credit customers becomes too long; it will reduce profitability of the firms.

The regression result also shows that there is highly significant positive relationship between average payment period and profitability. The relationship is significant at 1%, and implies that the increase or decrease in the average payment period significantly affects profitability of the firm in the same direction. The positive relationship between the average payment period and profitability indicates that the more profitable firms wait longer to pay their bills. On the other hand, current ratio which is the traditional measure of profitability shows no significant relationship between liquidity and profitability.

The debt ratio is used as a proxy for leverage and it shows a negative relationship between with the dependent variable, which means that, when leverage of the firm increases, it will result in declining of firms’ profitability. The coefficient of this variable shows that per one percent increase in the debt ratio, there is a possibility that profitability will decrease by 3.44 percent.

The size of the firm has a direct positive relationship with profitability of the firm. If the size (LOS) increases, it will lead to increasing profitability of the firm. Analysis of the regression shows that there is significant positive relationship with a coefficient of 0.017 and p-value of 0.015 at a significance level of 5%. This implies that per one unit increase in log of sales the firms earn 0.017 as extra return. This means that as the firm’s size gets bigger, profitability increases when compared to firms of smaller size.

Hypotheses testing

This section provides analysis for the results obtained from the regression result and compares it with the preset hypothesis. For hypothesis set in the study, the researcher concluded the following points:

Hypothesis 1:
H0: There is no relationship between liquidity and profitability of sole proprietorship manufacturing firms in Adama City.
H1: There is a negative/positive relationship between liquidity and profitability of sole proprietorship manufacturing firms in Adama City.

The regression output concerning the first hypothesis revealed that there is a positive relationship between liquidity and profitability of a firm with a confidence level of 7%. Therefore, the null hypothesis is rejected.

Hypothesis 2:
H0: There is no relationship between the size and profitability of sole proprietorship manufacturing firms in Adama City.
H1: There is a positive/negative relationship between the size and profitability of sole proprietorship manufacturing firms in Adama City.

For this hypothesis, the regression result revealed that p-value is significant at 5% significance level and it shows that there is positive relationship between size of the firm and profitability implying that profitability of sole proprietor manufacturing firms in Adama City highly influenced by the size of firms. As a result, the researcher rejected null hypothesis.

Hypothesis 3:
H0: There is no relationship between profitability and debt used by sole proprietorship manufacturing firms in Adama City and it profitability.
H1: There is a negative/positive relationship between debt used and profitability of sole proprietorship manufacturing firms in Adama City.

The researcher rejected null hypothesis concerning the debt financing as coefficient of regression result shows that profitability decreases when debt financing increases. This is interpreted that debt financing increases
financial cost which in turn decrease profitability of firms. However, the p-value in this regard is not significant as it revealed 14%.

**Hypothesis 4:**

\( H_0 : 4 \) There is no relationship between average collection period and profitability of sole proprietorship manufacturing firms in Adama City.

\( H_1 : 4 \) There is positive/negative relationship between average collection period and profitability of sole proprietorship manufacturing firms in Adama City.

The researcher rejected the fourth hypothesis; that tells there is no relationship between average collection period and profitability, because the result of analysis shows that negative relationship exists between average collection period and net operating profitability with a p-value of 16.65%.

**Hypothesis 5:**

\( H_0 : 5 \) There is no relationship between average payment period and profitability of sole proprietorship manufacturing firms in Adama City.

\( H_1 : 5 \) There is positive/negative relationship between average payment period and profitability of sole proprietorship manufacturing firms in Adama City.

There is strong significant positive relationship between average payment period and net operating profit at 1% significance level. The null hypothesis is rejected here also.

**Hypothesis 6:**

\( H_0 : 6 \) There is no relationship between sales growth and profitability of sole proprietorship manufacturing firms in Adama City.

\( H_1 : 6 \) There is positive/negative relationship between sales growth and profitability of sole proprietorship manufacturing firms in Adama City.

Since the result of regression analysis indicated negative significant relationship between net operating profitability and sales growth at 5%, the null hypothesis that states there is no relationship between net operating profitability and sales growth is be rejected.

**V. Conclusions And Recommendations**

The results of descriptive statistics indicated that maximum time taken by the firm to collect their receivable was 62.45 days while the minimum was 0.003 days. However, the average for this purpose showed 19 days with a standard deviation of 16.6 days. The maximum and minimum time taken by the firm to pay their suppliers was 42 and 0.2 days respectively while the average was 21 days with a standard deviation of 12 days. The descriptive analysis showed that the firm has poor collection policy. When compared with the maximum value, the maximum average collection period is higher than that of average payment period. And on average, average payment period and average collection period are almost equal. Similarly, descriptive statistics for all variables was analyzed in the study.

Secondly fixed effect regression model was used to examine the relationship between dependent variable and independent variables. Results of regression analysis revealed that average payment period (APP), size of the firm and sales growth have significant impact on profitability of firms. In this regard, average payment period and size of the firm have positive and significant impact whereas sales growth was negatively and significantly related with profitability. The level of significance for the variables average payment period was at 1% whereas size of the firm and sales growth are significant at 5% each. The negative relationship between average collection period and profitability indicated that less profitable firms wait longer to collect receivables from customers where as positive relationship between average payment period and profitability was consistent with the view that less profitable firms pay their bills earlier. On the other hand, debt ratio and profitability showed negative and insignificant relationship while current ratio has no significant relationship with profitability.

The overall result showed that working capital management plays a key role in value creation and significantly affects profitability of sole proprietorship manufacturing firms in Adama City.

Based on the results of findings, researcher provided the following possible recommendations:

- The positive relationship between average payment period and net operating profit shows that as average payment period increase, profitability of the firm increases. Therefore, firms should adopt payment policy that slow down their payments.

- The firms can increase profit by shortening average collection period as the negative relationship between the two suggests. Therefore, in order to increase profit the firms should accelerate their receivables by implementing applicable collection policy.
Negative relationship between sales growths indicates that as sales level increases, profitability of firms decreases. Since sole proprietorship firms are run by the capital of single individual, the researcher recommends on this issue that the firm should select target market because of limited capital of firm by its establishments compared to other types of firms such as share companies and private limited companies.

For efficient working capital management, it is better to hire specialized persons in the fields of finance to assist in the running of the business and to contribute advice in business operations.
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