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\textbf{Abstract:} In this paper a Novel Neural Network Technique is presented using Support Vector Machine to develop a Short Term Load Forecasting (STLF) model for coming 24 hour load prediction considering various weather factors (Temperature & Humidity). In the STLF, future load is planned up to weak ahead. Many approaches are used to develop a short term load forecasting model consisting of traditional, Artificial Intelligence (AI) and hybrid model. However there is intense need to develop a more accurate and efficient model for STLF. Detailed experiments were performed on AEMO and California Electricity market data. The results of the proposed technique have been compared with ANN models. Experimental results show that proposed technique is better in terms of accuracy, prediction & training time.
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\section{Introduction}
Short term load forecasting is first and vital step in power system operation and control \cite{1}. It has too much significance in power system planning and market based power system. Accurately forecasting load helps the utility company to make its operation and unit commitment economical \cite{2, 3}. Good prediction of electric load resolves the issues regarding to the reliability, security and efficiency of the power system \cite{4}. Accuracy and time is more important parameters in the load forecasting. Under prediction of short term load forecasting leads to insufficient reserve capacity preparation and hence increase the operation cost by using the expensive peaking units \cite{5}. Over prediction of STLF involves in allocating the large reserve capacity which is also related to high operation cost. Many techniques and approaches has been used to solve the short term load forecasting problems consisting of traditional auto regression ,method of least square , artificial intelligence like neural network ,fuzzy logic ,support vector machine , Particle Swarm Optimization \cite{6-13} and many others which are combination of two or more traditional, artificial intelligence or both techniques .STLF problems are still challenges for the researcher traditional techniques are used so that they solution of the algebraic equation become difficult as the model complexity increases. Now a day’s Artificial Intelligence based techniques are more frequently used for the STLF problems \cite{14}. Artificial Neural Network based STLF models are most promising tool used by the researcher but as there are numerous hidden layers in the neural network models making it slow in the training and testing phase. There are numerous ANN flavours used for the STLF. Another novel neural technique which attains a great attention of the researcher is Support Vector Machine which is more fast and accurate than ANN \cite{15}.

In this research the Support Vector Machine is applied for the Next hour Load prediction considering weather factors. Models for Australian Electricity Market operator data and California state electricity market Data are developed. Two STLF models are developed first is next hour load prediction and second is next 24 hour load prediction. Temperature and humidity are used as inputs of the models. The developed model consists of previous 24 hour data along with the maximum temperature of the forecasted day.

\section{Support Vector Machine}
Support Vector Machine is a supervised learning tool in which the training error is assumed fixed and training the model with pre-defined data. SVM tool is used for both classification and regression problems and it is based on statistical learning theory. In SVM some sample data as an input is given and its output function is used to predict some feature of the future data.

In many conventional and mathematical techniques the models are known but there are many real world applications for which the provided information is not enough to define mathematical model, more data points for the modelling are required. Conventional techniques use large data set in the training, error is less while for small data size error is maximum.

In learning techniques important factor is to develop a model for sparse data. (Vapnik, 1995) developed the Support Vector Machine to solve the classification and regression problems and it is based on the statistical learning theory. Support Vector Machine is novel neural network technique using the structural risk minimization framework for its learning unlike conventional techniques that use the Norm-1 and Norm-2.
Support vector machine algorithm widely used in many engineering applications with two major applications SVM in classification problems and Regression problems.

Support Vector Regression for the STLF models is used for the proposed system. A data set \( D = \{(a_1, y_1), (a_2, y_2), \ldots, (a_n, y_n)\} \) consists of M pairs of data in which “a’s” are input vectors and “y’s” are corresponding outputs so optimization function is:

\[
f(a,v) = \sum_{i=1}^{n} V_{i} \phi(a)
\]

Where \( \phi(a) \) is called feature in nonlinear classification and also including the bias term ‘b’. The function \( f(x,w) \) is explicitly written as function w.

\[
f(a,v) = \sum_{i=1}^{n} V^{T}A + b
\]

In regression typical some error of approximation is used instead of hyper plane as in SVM classification problem.

- Norm 1 \(|Y - f|\)
- Norm 2 \(|Y - f|^{2}\)

Vapnik general type loss function ε-infectivity zone is in equation (3).

\[
|Y - f(a,v)| = \begin{cases} 0 & \text{if } |Y - f(a,v)| \leq \varepsilon \\ |Y - f(a,v)| - \varepsilon & \text{otherwise} \end{cases}
\]

The loss is zero if the difference between predicted \( f(a,v) \) and measure value ‘Y’ is zero or less than \( \varepsilon \). Vapnik introduce ‘ε’ tube of predicted value is within the tube loss is zero. For all other predicted points loss is equal to zero.

In order to perform SVM regression new empirical risk is

\[
\text{Remp} = \frac{1}{M} \sum_{i=0}^{M} (y_i - v^{T}A - b)
\]

In SVM regression the objective is to minimize the loss Remp. Estimating a linear hyper plan

\[
f(a,v) = v^{T}a + b
\]

\[
R = \frac{1}{2} ||v||^{2} + C \sum_{i=1}^{M} |Y_i - f(a,w)|
\]

It is ridge expression example.

\[
|Y - f(v,w)| - \varepsilon = \varepsilon + \text{above tube}
\]

\[
|Y - f(v,w)| - \varepsilon = \varepsilon - \text{below tube}
\]

Then the objective function is

\[
R(v,\varepsilon+,\varepsilon-) = \frac{1}{2} ||v||^{2} + C \sum_{i=0}^{M} \varepsilon^{+} + C \sum_{i=0}^{M} \varepsilon^{-}
\]

Subject to:
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\[ Y_i - v^T A_i - b \leq \varepsilon + e \]  

\[ v^T A_i + b - y_i \leq \varepsilon + e \]  

\( \varepsilon > 0 \)

Epsilons are slack variables for above and below Epsilon tube. Both are positive than Lagrange multipliers \( a_i \) and \( \beta_i \) & epsilons will be non-zero points for training data. For data inside tube both multipliers are equal to zero. C is trade-off between Epsilon and weight vector. An increase in C leads the decrease in approximation error. This can be achieved only by weight vectors however increase in C does not give a good approximation model. A constrained optimization problem is constituted as

\[
0\left[v,b,\varepsilon+,\varepsilon-,a_i,\alpha_i^*,\beta_i^*\right]=\frac{1}{2}v^Tv+c\sum_{i=1}^{M}\sum_{j=1}^{N}u_{ij}e_{ij}\sum_{i=1}^{M}\sum_{j=1}^{N}u_{ij}e_{ij}
\]

A primal variable lagrangian \( O_p\left(v,b,\varepsilon+,\varepsilon-,\alpha_i,\alpha_i^*,\beta_i,\beta_i^*\right)\) is minimized with respect to primal variables \( v \), \( b \), epsilon \( \varepsilon \) and \( \varepsilon^* \).

Calculating the lagrange multipliers, \( \alpha_i \) , \( \alpha_i^* \) gives an optimal desired weight vector for regression hyper plan .

\[
V_0 = \sum_{i=1}^{M} (\alpha_i^* - \alpha_i) a_i
\]

And the optimal bias term for regression hyper plan.

\[
b_0 = \frac{1}{2} \sum_{i=1}^{M} (y_i - v_0^T a_i)
\]

The best regression hyper plan is obtained

\[
Z = f(a,w) = v^T a + b
\]

III. Stlf Execution Flow

The following steps describe the execution of proposed technique.
1. Kernel function selection
2. Selecting the shape of the kernel linear, RBF or Gaussian kernel.
3. Choosing the penalty factor C and selecting the desired accuracy by setting \( \varepsilon \).
4. Solving the Optimization function

IV. Results

STLF model for the Australian Energy Market operator utility company using Support Vector Machine electricity load values, temperature and humidity. A set of training data for the year 2000 and 2001 is used for testing and training of the algorithm. Daily maximum temperature and humidity is included in the model as input parameter. “Fig. 1” shows the next 24 hour result of the model the difference between actual and predicted and the Absolute percentage error.

<table>
<thead>
<tr>
<th>NO</th>
<th>Actual Load (MW)</th>
<th>Predicted(MW)</th>
<th>Difference (MW)</th>
<th>APE%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6735.8</td>
<td>6818.7</td>
<td>-82.9</td>
<td>1.23</td>
</tr>
<tr>
<td>2</td>
<td>8484.2</td>
<td>8186.1</td>
<td>298.1</td>
<td>3.51</td>
</tr>
<tr>
<td>3</td>
<td>8383.8</td>
<td>8405.4</td>
<td>-21.6</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>8351.8</td>
<td>8485.3</td>
<td>-133.5</td>
<td>1.59</td>
</tr>
<tr>
<td>5</td>
<td>8471.5</td>
<td>8365.5</td>
<td>106</td>
<td>1.25</td>
</tr>
<tr>
<td>6</td>
<td>7646.4</td>
<td>7311.6</td>
<td>334.8</td>
<td>4.37</td>
</tr>
</tbody>
</table>
One Hour Ahead Load forecasting Using Support Vector Machines

The result of next 24 hour load is shown graphically in "Fig. 2".

V. Conclusions

The Next hour electric load forecasting plays a vital role in the power system operation, commitment of generating units and energy management. Results show that the proposed STLF has better response in terms of accuracy, error & training time. The results are accurate with less percentage of error (less than 2 percent average error). The system requires short time for training and provides accurate results.
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