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Abstract: Adaptive equalization technique plays key role in modern digital communication systems. Adaptive 

digital filters are widely used in the area of signal processing such as echo cancellation, noise cancellation, 

channel equalization and beamforming. This paper presents the performance analysis of RLS and CMA 

algorithm in presence of noisy audio signal. The analysis shows that in CMA algorithm the convergence rate is 

low as compare to RLS algorithm whereas CMA algorithm requires low computing power and relatively better 

performance. The parameters of proposed equalizer have been optimized and simulated using Simulink.   

Index Terms— CMA, Equalization, Noisy audio signal, RLS algorithms 

         

I. Introduction 
In the digital communication system, when the signal passes through a channel, signal gets distorted 

due to various causes. One of the most common causes is Inter symbol interference (ISI). In presence of ISI, 

receiver does not clearly understand the received samples. The linear distortion which is produced by the 
channel is minimized by the most important part of the receiver called equalizer by a process called 

equalization.  Equalization is defined as process of change in the frequency of a signal in order to maintain the 

signal at the normal level [1]. If a signal is transmitted through a channel, its frequency can vary. So an equalizer 

is most essential element of a receiver system, which removes emphasized frequency from the transmitted signal 

[2]. 

If the characteristics of the channel are known than optimum setting for equalizer can be computed. But 

in the practical system the characteristics of the channel is the big problem, so adaptive equalizers are used. 

Adaptive filter can be used in the system for different purposes such as system identification, noise cancellation, 

echo cancellation and equalization. When adaptive filter theory converges with the equalizer then we get an 

adaptive equalizer. Adaptive equalizer has capability to change the coefficients of transfer function as per 

system requirement [3]. 
The adaptive equalization is of two types: trained equalization and blind equalization. 

 

A) Trained Equalization 

Trained equalization is based on the pseudo random sequence. Which is the random pattern of bits 

consists of ones and zeros called training sequence known both to the transmitter and receiver. In this paper we 

use two types of trained equalization algorithms named LMS and RLS. 

Least Mean Square (LMS) Algorithm: The LMS algorithm is a stochastic gradient algorithm, which means that 

the gradient of the error performance surface with respect to the free parameter vector changes randomly from 

one iteration to the next. The LMS algorithm achieves simplicity of implementation by using instantaneous 

estimates of the autocorrelation matrix of the input signal vector, and the cross-correlation vector between the 

input vector and the desired response. The LMS algorithm has two major shortcomings: slow rate of 

convergence, and sensitivity to the eigen value spread (i.e., the ratio of the largest eigen value to the smallest 
eigen value) of the correlation matrix of the input signal vector [4]. 

Recursive Least Square (RLS): The RLS algorithm utilizes continuously updated estimates of autocorrelation 

matrix of the input signal vector, and the cross-correlation vector between the input vector and the desired 

response quantities, which go back to the beginning of the adaptive process. Accordingly, the RLS algorithm 

exhibits the following properties: 

• Rate of convergence that is typically an order of magnitude faster than the LMS algorithm. 

• Rate of convergence that is invariant to the eigen value spread of the correlation matrix of the input Vector [4]. 

 

B) Blind Equalization 

In the blind equalization no training sequence is used. However blind equalization is capable to 

compensate amplitude and delay distortion of a communication channel. The channel equalization performed 
without help of training sequence. The term blind indicate that the equalization is performed blindly on the data 

without a reference signal. The blind equalization depends on the knowledge of signal’s structure and its 
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statistical properties. One of the most important advantages of the blind equalization is that no bandwidth is 

wasted by its transmission because no training sequence is used at the start up [5]. The algorithm which we use 

in this paper of blind equalization is Godard or constant modulus algorithm (CMA).  

Godard or Constant Modulus Algorithm (CMA): Godard developed algorithm for the complex valued signal is 

the most popular algorithm for the blind equalization of QAM signal is called the constant modulus algorithm 

[6]. CMA tries to minimize the constant modulus cost function JCM. Consider a input data symbol {ak}. The 

squared magnitude of received sample z(n) and Godard dispersion constant R2 depends only on the {ak}. CMA 
minimizes the difference between these two by adjusting the weights of the equalizer. This gives the value of 

JCM. 

JCM=E [ (abs (z(n))2-R2)
2] 

Where z(n) is the equalizer output at time n. The equalizer coefficient update equalization in CMA uses a 

gradient descent to minimize JCM. The equation is given by Godard as- 

C (n+1) =C (n)-µ y(n)z(n) [(abs(z(n))2-R2)] 

For determining the value of R2 

R2=E [a(n)4]/ E[abs(a(n))2] 

Where a(n) is the signal to be transmitted and E[] is the exception over all possible transmitted data sequence. In 

this paper we use three adaptive algorithms. Out of these three algorithms, two algorithms are based on trained 

equalization LMS and RLS. The LMS algorithm is taken as a reference algorithm during this work. One blind 
equalization algorithm CMA is used [7]. We evaluate the performance of the adaptive equalizer in the presence 

of noisy audio source on the basis of their mean square error (MSE) convergence rate. 

 

II. Proposed Adaptive Equalizer  Combined With Noisy Audio Source 
Fig 1 shows the proposed block diagram of the adaptive equalizer combined with the noisy audio 

source. At the transmitter side the noise is added with the audio signal and then signal is encoded by the help of 

differential encoder. Encoded data is modulated using QAM modulation scheme and BPSK is considered as 

symbol constellation. After that this modulated data is transmitted through an AWGN channel. The signal is 

received by a receiver having an equalizer. Three adaptive algorithms are performed simultaneously to make the 
equalizer adaptive and evaluate the performance of the adaptive equalizer in the term of mean square error 

convergence rate. 

 
Fig 1- Simulink Diagram of Proposed Adaptive Equalizer   Combined With Noisy Audio Source 

 

III. Simulation Parameters 
The proposed model for the adaptive equalizer combined with the noisy audio source is simulated on 

the MATLAB10.0 Simulink. Table 1 shows the parameters and its corresponding value/technique consider 

during this work. The step size is taken as 0.01 for the LMS and CMA. A slight change in the step size can give 

other outputs. We consider a mono audio signal of 8000Hz, 16-bit. The LMS and RLS is operated in the 
training/decision direct mode, we can switch between the modes during the simulation.   
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Table 1: Simulation Parameters 

 
 

IV. Simulation Results 

 
Fig 2- Received Signal at the Output of the Channel (RLS) 

 

 
Fig 3- Received Signal at the Output of the Channel (CMA) 

 

Fig 2 shows a scatter plot of the received signal at the output of the channel when the configurable algorithm is 

RLS. This shows that during implementation of RLS algorithm while the noisy audio signal passes through 

AWGN channel, the output is deviated from desired value. The simulation result of CMA algorithm is shown in 

Fig 3. This result shows scatter plot of the received signal at the output of the channel, which is similar to result 

of RLS.   
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Fig 4- Signal Equalized by LMS 

Fig 4 shows a scatter plot of the signal equalized by the reference equalizer. We consider LMS as a reference 

equalizer. 

                     
Fig 5- Signal Equalized by RLS 

Fig 5 shows a scatter plot of the signal equalized by the RLS equalizer. This result is comparable to the 

reference signal (Shown in figure 4). It indicates that the performance of RLS algorithm in presence of noisy 

speech signal.  

 
Fig 6- Signal Equalized by CMA 

Fig 6 shows a scatter plot of the signal equalized by the CMA equalizer. This result is also similar to the 
reference signal (Shown in figure 4). These results show that the signal equalization capabilities of both 

algorithms are similar.  
 

 
Fig 7- Frequency Response of Equalizer (RLS), Channel and                   Combined 
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Fig 8- Frequency Response of Equalizer (CMA), Channel and Combined 

Fig 7 and 8 shows the frequency response of the equalizer (RLS and CMA), channel and combined. We can see 

that in the presence of noisy audio source RLS equalizer has very poor frequency response as compare to the 

CMA equalizer. The frequency response of the combination of channel and CMA equalizer is approximately 

desired, which shows that in the case of noisy audio source the CMA equalizer has better frequency response. 

 
Fig 9- MSE Convergence Plot for RLS 

Fig 9 shows the MSE convergence plot of the RLS equalizer. We can see that the convergence rate of RLS 

equalizer is very much fast, almost in 0.001 sec it converges from 0.24 towards the minimum mean square error 

(MMSE) but for a very short period of time 0.008. After 0.008 Sec the RLS equalizer not succeeds to achieve 

that convergence rate. 

 
Fig 10- MSE Convergence Plot for CMA 

Fig 10 shows the MSE convergence plot of the CMA equalizer. We can see that the CMA equalizer converges 

from 0.24 to 0.05 in almost 0.05sec. Although it is slower than RLS but successfully maintain the convergence 

rate. On the other hand the LMS equalizer takes time to converge [8, 15]. During the simulation process various 

values of the step size have been taken and the desired results have been found at optimum value of 0.01. MSE 

is one of the important parameter which decides the performance of equalizer. The simulation result shows that 

CMA has better MSE convergence as comparison to RLS. Since CMA is blind equalization algorithm and RLS 

is trained equalization algorithm so we can conclude that performance of blind equalization algorithm is better 

as compare to trained equalization algorithm in presence of noisy audio signal.  

 

V. Conclusion 
Thus using MATLAB simulation performance parameters of the LMS, RLS and CMA are optimized 

and analyzed in the presence of the noisy audio source. It is analyzed that the step size (µ) is the important 

parameter of these algorithms and the convergence characteristics decidedly depends on the µ. So the value of µ 

can affects the convergence rate and mean square error. Also it is examine that in the presence of noisy audio 
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source, trained equalization algorithm RLS gives faster convergence rate as compare to the LMS, although 

needing higher computational capability. The obtained results show that the CMA equalizer is very promising in 

presence of noisy audio source. However CMA equalizer gives low convergence rate, comparable to that of the 

RLS equalizer but has better performance and requires no much computing power.  
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