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Abstract: This paper deals with the application of various evolutionary optimization techniques for optimizing 

the gain of integral controller in a SMES and SSSC based  load following hydrothermal system under 

deregulated scenario. The various techniques which have been used are Simulated Annealing (SA), Genetic 

Algorithm (GA), Particle Swarm Optimization (PSO). A two area load following based hydrothermal system 

under deregulated scenario is considered to exemplify the optimum parameter search. The integral of square of 

error performance index is considered in the search of optimal Automatic Generation Control (AGC) 

parameters. The results presented in this paper demonstrate the superior working of various techniques over 

one another in the tuning of AGC parameters.  
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I. INTRODUCTION  
Large scale power systems are normally composed of control areas or regions representing coherent 

groups of generators. In a practically interconnected power system, the generation normally comprises of a mix 

of thermal, hydro, nuclear and gas power generation. However, owing to their high efficiency, nuclear plants are 

usually kept at base load close to their maximum output with no participation in the system AGC. Gas power 

generation is ideal for meeting the varying load demand. Gas plants are used to meet peak demands only. Thus 

the natural choice for AGC falls on either thermal or hydro units. Literature survey shows that most of earlier 

works in the area of AGC pertain to interconnected thermal systems and relatively lesser attention has been 
devoted to the AGC of interconnected hydro-thermal system involving thermal and hydro subsystem of widely 

different characteristics. Concordia and Kirchmayer [1] have studied the AGC of a hydro-thermal system 

considering non-reheat type thermal system neglecting generation rate constraints. Kothari, Kaul, Nanda [2] 

have investigated the AGC problem of a hydro-thermal system provided with integral type supplementary 

controllers. The model uses continuous mode strategy, where both system and controllers are assumed to work 

in the continuous mode. 

On the other hand, the concept of utilizing power electronic devices for power system control has been 

widely accepted in the form of Flexible AC Transmission Systems (FACTS) which provide more flexibility in 

power system operation and control [3].An attempt was made to use battery energy storage system(BES) to 

improve the LFC[4]. The problems like low discharge rate, increased time required for power flow reversal and 

maintenance requirements have led to the evaluation of superconducting magnetic energy storage (SMES) for 

their applications as load frequency stabilizers[5-7]. Static synchronous series compensator (SSSC) in one of the 
important member of FACTS family which can be installed in series with the transmission lines [8]. With 

capability to change its reactance characteristic from capacitive to inductive, the SSSC is very effective in 

controlling power flow and application of SSSC for frequency regulation by placing it series with tie-line 

between interconnected two area power systems with thermal units is proposed [9-10]. The reported works    

[11-13] further shows that, with the use of SMES in both the areas, frequency deviations in each area are 

effectively suppressed.  In view of this the main objective of the present work is: 

To compare the improvement of dynamic performance of the system by optimizing the gain of integral 

controller in a SMES and SSSC based load following hydrothermal system under deregulated scenario using 

various optimization techniques namely SA, GA and PSO. Simulation results show that PSO technique can give 

good improvement in dynamic performance of two area hydrothermal system under various conditions. 

 

II. DYNAMIC MATHEMATICAL MODEL 
Electric power systems are complex, nonlinear dynamic system. The Load Frequency controller 

controls the control valves associated with High Pressure (HP) turbine at very small load variations. The system 

under investigation has tandem-compound single reheat type thermal system. Each element (Governor, turbine 

and power system) of the system is represented by first order transfer function at small load variations in 

according to the IEEE committee report [18]. Fig. 1 shows the transfer function block diagram of a two area 

interconnected network under deregulated scenario .The parameters of two area model are defined in Appendix. 
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Fig. 1. Two Area load following Hydrothermal system with SSSC and SMES  

 

III. DESIGN OF SMES 
Either frequency deviation or Area Control Error (ACE) can be used as the control signal to the SMES 

unit.  In this work the frequency deviation of area 1 is employed as input to the SMES device.  It can be seen 

from Figure 2 that the structure of SMES consists of gain block SMESK , time constant SMEST  and two stage 

phase compensation blocks having time constants 1T , 2T , 3T , 4T  respectively. A performance index 

considered in this work to compare the performance of proposed method is given by 

 
t 2 2 2

J = α× Δf + β× Δf + ΔP
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Fig. 2.  Schematic diagram of SMES applied to system 
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IV. DESIGN OF SSSC 
.  The block diagram of SSSC to be incorporated in the two area system in order to reduce the frequency 

deviations is provided in Figure 3 shown below. The frequency deviation of area 1 can be seen as input to the 

SSSC device. It can be seen from Fig 3 that the structure of SSSC consists of gain block SSSCK , time constant 

SSSCT  and two stage phase compensation blocks having time constants 1T , 2T , 3T , 4T  respectively. 

 
Fig 3: Structure of SSSC 

 

V. EVOLUTIONARY OPTIMIZATION TECHNIQUES EMPLOYED 
Brief descriptions of the optimization techniques employed are as given: 

 

a). Simulated Annealing Method (SA)[21-24] 
Simulated annealing is an effective and commonly optimization algorithm used to solve non linear 

optimization problems. Simulated annealing (SA) is a Monte Carlo approach for minimizing multivariate 

functions. SA was introduced in 1983 based on ideas formulated in the early 1950s. This method simulates the 

annealing process in which a substance is heated above its melting temperature and then gradually cooled to 

produce the crystalline lattice, which minimizes its energy probability distribution. This crystalline lattice, 

composed of millions of atoms perfectly aligned, is a beautiful example of nature finding an optimal structure. 

However, quickly cooling or quenching the liquid retards the crystal formation, and the substance becomes an 

amorphous mass with a higher than optimum energy state. The key to crystal formation is carefully controlling 

the rate of change of temperature. The algorithmic analog to this process begins with a random guess of the cost 

function variable values. Heating means randomly modifying the variable values. Higher heat implies greater 
random fluctuations. The cost function returns the output, f, associated with a set of variables. If the output 

decreases, then the new variable set replaces the old variable set. If the output increases, then the output is 

accepted provided that: 

[ ( ) ( )]/f p f P Tnewoldr e


         (1) 

Where „r‟ is uniform random number and „T‟ is variable analogous to temperature. Otherwise, the new variable 

set is rejected. Thus, even if a variable set leads to a worse cost, it can be accepted with a certain probability. 
The new variable set is found by taking a random step from the old variable Set as (2).  

 
new old

P dP            (2) 

The variable d is either uniformly or normally distributed about
old

P . This control variable sets the step size so 

that, at the beginning of the process, the algorithm is forced to make large changes in variable values. At times 

the changes move the algorithm away from the optimum, which forces the algorithm to explore new regions of 

variable space. After a certain number of iterations, the new variable sets no longer lead to lower costs. At this 

point the value of T and d decrease by a certain percent and the algorithm repeats. The algorithm stops when   

T= 0.The decrease in T is known as the cooling schedule. Many different cooling schedules are possible. If the 
initial temperature is T0 and the ending temperature is TN, then the temperature at step n is given by (3). 

( , , , )
0

T f T T N nn n          (3) 

Where,  f decreases with time. Some potential cooling schedules are as follows: 

 Linearly decreasing: ( ) /
0 0

T T n T T Nn n    

 Geometrically decreasing: 0.99
1

T Tn n



 

 Hayjek optimal: / log(1 )T c nn    

Where „c’ is the smallest variation required to get out of any local minimum. Many other variations are possible. 

The temperature is usually lowered slowly so that the algorithm has a chance to find the correct valley before 

trying to get to the lowest point in the valley. 

 

b). Genetic Algorithm (GA) [25-27] 
Genetic algorithm is a kind of the probabilistic heuristic search algorithm analogous to mechanics of natural 

selection and survival of the fittest in biology. Steps of GA as implemented for optimization are: 
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 Initialization of binary chromosome strings of np population, each consisting of the gains. 

 Decoding of strings and evaluation of figure of demerit of each string. 

 Selection of elite strings in order of increasing figure of demerit from minimum value. 

 Copying of the elite strings over the non-selected strings. 

 Crossover and mutation to generate off springs. 

 Genetic cycle updating and stopping criteria. 

Algorithm of GA:  

Step 1)  Start: Create random population of n chromosomes  

Step 2)  Fitness: Evaluate fitness f(x) of each chromos in the population  

Step 3)  New population:  

a.  Selection: Based on f(x)  

b.  Recombination: Cross-over chromosomes  

c.  Mutation: Mutate chromosomes  

d.  Acceptation: reject or accept new one  
Step 4)  Replace: old with new population and the new generation  

Step 5)  Test : Test for problem criterion  

Step 6)  Loop : Continue step 2-5 until criterion is satisfied 
 

 

c). Particle Swam Optimization (PSO) [28-31] 
PSO was formulated by Edward and Kennedy in 1995. The thought process behind the algorithm was 

inspired by the social behavior of animals, such as bird flocking or fish schooling. PSO is similar to the 

continuous GA in that it begins with a random population matrix. Unlike the GA, PSO has no evolution 

operators such as crossover and mutation. The rows in the matrix are called particles (same as the GA 

chromosome). They contain the variable values and are not binary encoded. Each particle moves about the cost 

surface with a velocity. The particles update their velocities and positions based on the local and global best 

solutions as shown in (4) and (5) (Randy and Sue, 2004): 

   global bestnew old local best old old
V = w× V + Γ × r ×  P - P + Γ × r ×  P - Pm,n m,n m,n m,n m,n m,n1 1 2 2

 (4) 

new old new
P = P + ΓVm,n m,n m,n          (5) 

Where: 

Vm,n = particle velocity 

Pm,n  = particle variables 

W= inertia weight 

r1, r2= independent uniform random numbers 

Γ
1

= Γ
2

= learning factors 

local best
ΔPm,n = best local solution 

global best
ΔPm,n = best global solution 

The PSO algorithm updates the velocity vector for each particle then adds that velocity to the particle position or 

values. Velocity updates are influenced by both the best global solution associated with the lowest cost ever 

found by a particle and the best local solution associated with the lowest cost in the present population. If the 

best local solution has a cost less than the cost of the current global solution, then the best local solution replaces 

the best global solution. The particle velocity is reminiscent of local minimizes that use derivative information, 

because velocity is the derivative of position. The advantages of PSO are that it is easy to implement and there 

are few parameters to adjust.  

 

Algorithm of PSO: 

Step 1). Initialize an array of particles with random positions and their associated velocities to satisfy the 
inequality constraints. 

Step 2). Check for the satisfaction of the equality constraints and modify the solution if required. 

Step 3). Evaluate the fitness function of each particle. 

Step 4). Compare the current value of the fitness function with the particles previous best value (pbest). If the 

current fitness value is less, then assign the current fitness value to pbest and assign the current 

coordinates (positions) to pbestx. 

Step 5). Determine the current global minimum fitness value among the current positions.  
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Step 6). Compare the current global minimum with the previous global minimum (gbest). If the current global 

minimum is better than gbest, then assign the current global minimum to gbest and assign the current 

coordinates (positions) to gbestx. 
Step 7). Change the velocities. 

Step 8). Move each particle to the new position and return to step 2. 

Step 9). Repeat step 2-8 until a stop criterion is satisfied or the maximum number of iterations is reached. 

 

VI. RESULTS AND DICUSSIONS 
Simulation studies are performed to investigate the performance of the two-area hydrothermal system 

under deregulated Environment. Here in the two-area hydrothermal system three Gencos and two Discos are 

considered in each area. It is assumed in this work that one Genco in each area is under AGC only and the 

remaining Gencos participate in the bilateral contracts. It is assumed that there is 0.2% step load disturbance of 
each Disco, as a result of which the total step load disturbance in each area and accounts to 0.4% and each 

Genco participates in AGC as defined by following area participation factors (apfs): 1apf =0.25, 2apf =0.25, 

3apf =0.5, 4apf =0.25, 5apf =0.25, 6apf =0.5 and the Discos contract with the Gencos as per the following 

Disco Participation Matrix  

DPM =









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

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



0000
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0000
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Table 1shows the comparison of performance of various optimization techniques proposed in terms of their peak 

time, overshoot and settling time. It can be observed that the particle swarm optimization technique gives better 

performance than the other techniques. Table 2 shows the performance index values of the system with these 

three techniques. It can also be observed from the table that the system designed with particle swarm 

optimization gives less performance index which indicates the superiority of the technique 

 

Table 1: Comparison of performance of Optimization techniques  

S.no 
Optimization 

Technique 

Integral Gain 

values 

Area 

Considered 

Peak 

time 
(sec) 

Overshoot 

(Hz) 

Settling 

Time 
(sec) 

1 Simulated 

Annealing 

35.11 ik  

 
Thermal area 1.805 0.003572 4.735 

 267.02 ik  Hydro area 0.785 0.005707 3.625 

2 Genetic 

Algorithm 

2307.01 ik  

 
Thermal area 1.765 0.00352 4.345 

 7918.02 ik  Hydro area 0.785 0.005701 3.475 

3 Particle Swarm 

Optimization 

3578.01 ik  

 
Thermal area 1.6 0.003213 4.06 

 9338.02 ik  Hydro area 0.775 0.005660 3.135 

  

Table 2: Comparison of performance index for various optimization techniques  

S.no Optimization technique 
Performance index 

 

1 Simulated Annealing 1.033 510  

2 Genetic Algorithm 8.10 610  

3 Particle Swarm Optimization 7.19 610  

 

Fig.4 shows the comparison between the frequency deviations and tie line power error deviations for 

all the three optimization techniques. Fig 5 and 6 shows the generation of gencos of both areas. Fig.7 shows the 

comparison of frequency deviations and tie line power error deviations during the contract violation. Fig.8 and 9 
depict the various generation of gencos during contract violation. The comparison of all the systems in terms of 

performance index has been carried out in Fig.10 and 11. It can be observed from the figures that the system 
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designed with the help of PSO technique less performance index than the other system which indicates the 

superior working of the technique. 

 

 

 

 
Fig 4: Comparison of Frequency deviations and tie line power error deviations 
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Fig 5: Generation of Gencos of Area I 

 

 
Fig 6: Generation of Gencos of Area II 
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Fig 7: Comparison of Frequency deviations and tie line power error deviations during contract violation 
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Fig 8: Generation of Gencos of Area I during contract violation 

 

 

 
Fig 9: Generation of Gencos of Area II during contract violation 
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Fig 10: Comparison of performance index values during normal case 

 

 
Fig 11: Comparison of performance index values during contract violation 

 

VII. CONCLUSIONS  
Various evolutionary techniques have been successfully applied to design the value of integral 

controller of the system under deregulated scenario. The system employed to demonstrate these techniques is 

hydrothermal system under deregulated scenario. The technique of ISE criterion has been employed to 

determine the best technique in the design of integral controller. Out of all the techniques proposed, the PSO 

technique has demonstrated better results than the other techniques in terms of Peak time, overshoot and settling 

time. The performance index of the system with PSO is also very less which indicates the superior working of 

the system 

 

Appendix  
(a) System data 

21, pp TT  = 20s; 21, pp KK = 120 Hz/p.u.Mw; 21, rr PP = 1200 Mw; tT  = 0.3s; gT = 0.08s, wT = 1s; 

sTr 5 , sT 6.411  , 2T =0.513s; 21, RR = 2.4Hz/pu Mw; 12T  = 0.0866s;  21, BB 0.4249p.u Mw/Hz;  

(b) CES data: 0352.0;3.0;1.0;411.0;026.0;279.0 4321  CESCES TKTTTT  

(c) SSSC data: 030.0;292.0;14.0;542.0;039.0;188.0 4321  SSSCSSSC TKTTTT  
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