A Comparative study on Different ANN Techniques in Wind Speed Forecasting for Generation of Electricity
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Abstract: There are several available renewable sources of energy, among which Wind Power is the one which is most uncertain in nature. This is because wind speed changes continuously with time leading to uncertainty in availability of amount of wind power generated. Hence, a short-term forecasting of wind speed will help in prior estimation of wind power generation availability for the grid and economic load dispatch. This paper presents a comparative study of a wind speed forecasting model using Artificial Neural Networks (ANN) with three different learning algorithms. ANN is used because it is a non-linear data driven, adaptive and very powerful tool for forecasting purposes. Here an attempt is made to forecast wind speed using ANN with Levenberg-Marquard (LM) algorithm, Scaled Conjugate Gradient (SCG) algorithm and Bayesian Regularization (BR) algorithm and their results are compared based on their convergence speed in training period and their performance in testing period on the basis of Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE) and Mean Square Error (MSE). A 48 hour ahead wind speed is forecasted in this work and it is compared with the measured values using all three algorithms and the best out of the three is selected based on minimum error.
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I. Introduction

Currently most of the countries in the world are focusing in increasing power generation through renewable sources in order to tackle high carbon emission while committing energy security [1]. According to [2], 76% of global energy is supplied using Non-Renewable Energy Resources (fossil fuels + Nuclear) and rest 24% is generated using Renewable Sources. Out of renewable sources, hydropower is leading with 16.6% out of 24% is generated by it. After Hydro comes the wind and solar power with the contribution of 3.7% and 1.3%. Out of all renewable sources of energy wind energy is the one which is most uncertain in nature. This is because wind speed changes continuously with time due various natural parameters, leading to uncertainty in availability of amount of wind power that can be generated using it. If we integrate this wind power system directly to the existing power system, it will lead to a number of issues in terms of attaining good power quality, power system stability, frequency of generated power, rated terminal voltage, optimizing spinning reserve capacity, uncertainty in wind power in to unit commitment and reducing power dispatching issues in the grid power balance, and, then we have planning and economic problems including, economic load dispatching [22].

Although in 2015, renewable energy shares only 24% of Global energy consumption due to the fact that renewable energy sources are unpredictable in nature specially Wind (speed) and they are also costly compare to coal diesel because of very costly technology required. Hence in order to increase generating capacity and efficiency of renewable power plants this territory is required to be explored more. The global contribution of Wind energy at the end of 2015 was 432.9 GW, representing cumulative market growth of more than 17%. India stands 4th in the World in terms of Wind Power Capacity/Generation and 5th in Annual investment in Renewable energy resources [2]. Now focusing on present scenario of Renewable energy in India, present capacity of wind power in India is about 302251 MW out of which only 8.86 % Wind Power potential is utilized. Means Wind Power has large potential to improve India’s power generation capacity if more investment is done in it. The only obstacle in this is the uncertainty caused by the discontinuous nature of wind energy which affects the power grid which demotivates investors to invest in this field.

Hence, while harnessing wind Power, it is important to forecasting wind speed for energy managers and electricity traders, to eliminate the risks of unpredictability and to perform efficient electrical load dispatch [3][4]. Although certain methodologies are developed like Statistical Methods, Fuzzy System Based Models, Artificial Intelligence Techniques, Evolutionary Algorithms Based Techniques etc. for forecasting [5] but an accurate forecasting is important since wind power is directly proportional to cube of wind speed, hence any error in wind speed will lead to cube of that error in wind power. The following relation gives the output power of variable-speed wind turbine:

\[
\text{Power} = \frac{1}{2} \rho AV^3
\]

where, \(\rho\) is the density of air, \(V\) is the wind speed, and \(A\) is the area of the wind turbine's blades.
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\[ P_m = \frac{1}{2} \rho \pi R^2 \nu^3 C_P \]  

(1)

Where \( \nu \) stands for wind speed (m/s), R is the radius of the rotor (m), \( \rho \) is the air density (kg/m\(^3\)), and \( C_P \) stands for maximum value of rotor efficiency for each steady wind speed [6]. Here in this study we are utilizing Artificial Neural Network (ANN) of Artificial Intelligence Techniques because unlike statistical methods, ANN models are simpler to construct and require shorter development time and these don’t require to explicitly defining mathematical expressions [5]. A large set of wind speed data measured at 1 hour intervals is utilized as input in algorithm development. This data is then fed to our proposed ANN as training and testing data. On the basis of this data ANN will forecast wind speed. Forecasted wind speed values can be utilized in evaluating Wind Power potential and Wind Power planning. Performance Functions used in present Neural Network to verify results are following. Mean absolute error (MAE) is used to measure how close predicted speeds are to the actual speeds. The mean absolute error is given by:

\[ MAE = \frac{1}{N} \sum_{i=1}^{N} |A_i - \hat{A}_i| \]  

(2)

The mean absolute percentage error (MAPE), is also used to measure prediction accuracy of a forecasting method. It expresses accuracy as a percentage, and is given by:

\[ MAPE = \frac{100 \sum_{i=1}^{N} \left| \frac{A_i - \hat{A}_i}{A_i} \right|}{N} \]  

(3)

Where, \( N \) is the number of fitted points, \( A_i \) is the actual value and \( \hat{A}_i \) is the forecasted value [7].

The paper has been organized in five sections. Section II presents the Methodology used. Section III discusses the various Data and Model of ANN for Wind Speed Forecasting. Results are presented in Section IV. Section V discusses the Conclusion and Future work.

II. Methodology

Artificial Neural Networks (ANN) are computing systems or technique that are inspired by the learning architecture of human brain to discover the relations between the input and target variables of a system. Human brain consists of a large set of structural constituents, known as neurons, which form a well-connected network to respond to an input signal to perform all its computations / calculations in a certain complex task such as image and voice recognition task and they do this with incredible speed and accuracy. Neurons are simple processing units, which has the ability to store experimental data and which work as parallelly distributed processor. A network of connected artificial neurons can be designed, and a learning algorithm can be applied to train it [8]. Signals (Input data) are passed between neurons over connection links and each connection link has an associated weight, which in a neural network, multiplies the signal transmitted. The weights represent information being used by the network to solve a problem. Then the weighted sum is operated upon by an activation function (usually nonlinear), and output data are conveyed to other neurons. The weights are continuously altered while training to improve accuracy and generalize abilities [9] [10].

2.1 Levenberg–Marquardt (LM) Algorithm

Reducing error function is the main reason to use this algorithm. Levenberg-Marquardt algorithm is a very efficient method for minimizing a nonlinear function. The algorithm includes many different variables like in present study we have output data, weight between neurons and error function, that determine efficiency and success rate of model. The ideal values of these variables are very dependent on the test function [11] [12]. Levenberg-Marquardt algorithm is fast and has stable convergence [13]. This algorithm was designed to approach second-order training speed without computing the Hessian matrix. When the performance function has the form of a sum of squares, then the Hessian matrix can be approximated and the gradient can be computer as:

\[ H = J_k^T J_k \]  

(4)

\[ g = J_k^T e \]  

(5)

Where \( J_k \) is the Jacobian matrix for \( k^{th} \) input, which contains first order derivatives of the network errors with respect to the weights and biases, \( e \) is a vector of network errors. The Jacobian matrix can be computed through a standard backpropagation technique that is much less complex than computing the Hessian matrix [14].

The Levenberg–Marquardt algorithm is actually a blend of the steepest descent method and the Gauss–Newton algorithm. The following is the relation for LM algorithm computation:

\[ W_{k+1} = W_k - [J_k^T J_k + \mu I]^{-1} J_k^T e_k \]  

(6)
where \( I \) is the identity matrix, \( W_k \) is the current weight, \( W_{k+1} \) is the next weight, \( e_{k+1} \) is the last total error, \( \mu \) is combination coefficient [14] [15]. It tries to combine the advantages of both the methods hence it inherits the speed of the Gauss–Newton algorithm and the stability of the steepest descent method. The combination coefficient \( \mu \) is multiplied by some factor (\( \beta \)) whenever a step would result in an increased \( e_{k+1} \) and when a step reduces \( e_{k+1}, \mu \) is divided by \( \beta \). In this study, we used \( \beta=10 \). When \( \mu \) is large the algorithm becomes steepest descent while for small \( \mu \) the algorithm becomes Gauss-Newton. [14] In present study, the Levenberg-Marquardt (LM) learning algorithm was applied with in the input Neurons have no transfer function. The logistic sigmoid transfer (logsig) and linear transfer (purelin) functions were used in the hidden and output layers of the network as an activation function, respectively.

2.2 Scaled Conjugate Gradient (SCG) Algorithm

Conjugate Gradient (CG) algorithm is a modified version of steepest descent algorithm. In CG, a hunt is done in such a direction so as to generate a faster convergence than the steepest decent direction, while saving the error minimization attained in all previous steps. [16], this direction is called the conjugate direction. In most of the CG algorithms the step-size is adjusted at each iteration. The algorithm starts in the direction of the steepest descent during first iteration given by the negative of the gradient as in equation (7):

\[
p_0 = -g_0
\]

(7)

The weights are updated as follows:

\[
x_{k+1} = x_k - \alpha_k g_k
\]

(8)

Where, \( \alpha_k \) is the determined step size and the next step size is calculated as:

\[
p_k = -g_k + \beta_k p_{k-1}
\]

(9)

Where \( p \) is search direction vector and \( g \) is gradient direction vector.

There are various versions of Conjugate Gradient algorithms which can be categorized by the manner in which the factor \( \beta_k \) is calculated [16]. In this study, we have used Scaled Conjugate Gradient (SCG) Algorithm, in which we use LM algorithm combined with CG algorithm to calculate step size, unlike only the line search technique in the CG approach. In the Scaled Conjugate Gradient algorithms, a search is performed along the direction in which the performance function decreases rapidly, while preserving the error minimization. At each iteration, the step size is adjusted and a search is made along the gradient direction to calculate the step size. Generally, the line search algorithm is used to determine the step size. This line search makes the scaled conjugate gradient descent algorithms time consuming as it is required in all iterations [17].

In this model, the Levenberg-Marquardt (LM) learning algorithm was applied. Neurons in the input layer have no transfer function to determine the step size. The logistic sigmoid transfer (logsig) and linear transfer (purelin) functions were used in the hidden and output layers of the network as an activation function, respectively.

For SCG, \( \beta_k \) factor calculation and direction of the new search can be shown as in following equations [18]:

\[
\beta_k = \frac{(e_{k+1}^2 - g_k^T g_k)}{g_k^2}
\]

(10)

\&

\[
p_{k+1} = -g_{k+1} + \beta_k p_k
\]

(11)

Design parameters are updated at each iteration user independently, which is crucial for the success of the algorithm. This is a major advantage compared to the line search based algorithms.

2.3 Bayesian Regularization (BR) Algorithm

BRANNs are extra vigorous than usual back-propagation networks and can lessen the necessity for long cross-validation. BR algorithm is a process that changes a nonlinear regression into a “well-modelled” statistical problem in the means of a ridge regression. In this algorithm regularization is used to improve the network by optimizing the performance function (F(\( \omega \))). The performance function F(\( \omega \)) is the sum of the squares of the errors of the network weights (\( E_w \)) and the sum of squares error of the data (\( E_d \)) [19] [20]:

\[
F(\omega) = \alpha E_w + \beta E_d
\]

(12)

Where

\[
E_w = \sum_{i=1}^{W} w_i^2 \quad \& \quad E_d = \sum_{i=1}^{R} e_i^2
\]

(13)

Both \( \alpha \) and \( \beta \) are the objective function parameters. In the BR framework, the weights of the network are viewed as random variables, and then the distribution of the network weights and training set are considered as Gaussian distribution. The \( \alpha \) and \( \beta \) factors are defined using the Bayes’ theorem. The Bayes’ theorem relates two variables (or events), A and B, based on their prior (or marginal) probabilities and posterior (or conditional) probabilities as [21]:

\[
P(A|B) = \frac{P(B|A)P(A)}{P(B)}
\]

(14)
Where $P(A|B)$ is the conditional probability of event A, depending on event B, $P(B|A)$ the conditional probability of event B, depending on event A, and $P(B)$ the previous probability of event B. In order to get the best values of weights, performance function $F(\alpha)$ (12) needs to be minimized, which is the equal to maximizing the following probability function given as:

$$P(\alpha, \beta|D, M) = \frac{P(D|\alpha, \beta, M)P(\alpha, \beta|M)}{P[D|M]} \quad (15)$$

Where $\alpha$ and $\beta$ are, the factors on which value of performance function is dependent and is the one which is needed be to optimized, M is the particular neural network architecture, D is the weight distribution, $P(D|M)$ is the normalization factor, $P(D|\alpha, \beta, M)$ is the likelihood function of D for given $\alpha$, $\beta$, M and $P(\alpha, \beta|M)$ is the unvarying prior density for the regularization parameters. As a result of this method, finest values for $\alpha$ and $\beta$ for a given weight space are founded. Later, algorithm travels into LM phase in which Hessian matrix calculations takes place and updates the weights in the direction so as to minimize the value of objective function. Then, if the convergence of objective function does not meet according to expectation, algorithm estimates new values for $\alpha$ and $\beta$ and the whole procedure repeats itself until the required convergence is achieved [20].

### III. Data Inputs

The main ingredient in forecasting using ANN is historical data set. Based on this historical data weights and bias are calculated in training stage. For a proper training of network, accurate value of all the parameters are required otherwise it will lead to wrong training of network which will result in incorrect weight value and finally inefficient forecasting. Hence data should be processed before feeding it to network as an input. Following inputs elements are taken for forecasting wind speed:

- Temperature
- Pressure
- Humidity
- Dew Point
- Season
- Time (hour)
- Last one day average wind speed
- Last one week average speed
- Last week wind speed on same day same time.

3.1 Data Refining

Refining data is very essential before initiating any type of data-analysis study. Refining is the process of detecting and correcting corrupt or inaccurate values from dataset. The discrepancies observed in the given datasets are removed and the resulting refined time-series for each of the weather parameters is then ready for use.

3.2 Normalization of the Data

The input to the network should be the normalized version of recorded values of weather parameters. This is done because different parameters have different scales, which will reduce speed and training network with raw data is going to produce negative impact on training output. After normalization, scales of all the weather parameter will become same. The normalized can either make values of parameters ranging in between -1 to 1 or in between 0 to 1. After training with this normalized values, obtained output is again de-normalized to get the actual forecast value. We have used min-max normalization method in present study. This method normalizes the values of any parameter according to their minimum and maximum values. All the parameters except temperature were normalized to the [0,1] range, while temperature was in the range of [-1,1], given by:

$$N = \text{low} + \frac{(\text{high}-\text{low})(a-\text{min})}{\text{max}-\text{min}} \quad (16)$$

Where N is normalized value of parameters and a is actual value.

The Neural Network in present study consists of three layers. The first one is Input layer (consist of 9 Neurons for 9 input element) from where inputs are feed to model for further computation. Then comes second layer called Hidden Layer (consist of 15 Neurons), this is where activation function is used to limit value of output Neuron. At last we have output layer (1 Neuron) form which we take output result for comparison with actual result to calculate error and the feeding it back to model to vary weight accordingly for improving performance.
IV. Results

Above data is used to forecast wind speed for 48hr ahead time-scale using three different training algorithms separately. Results of each algorithm is discussed below for various hidden layer neurons, and finally various detailed performance and output plots are shown for the state at which best output is obtained.

4.1 Levenberg–Marquardt (LM)

The following study is done using Matlab Environment. In Matlab, the command used for training network using Levenberg-Marquardt backpropagation algorithm is “trainlm”.

Mean Absolute Percent Error (MAPE): 5.67
Mean Absolute Error (MAE): 1.2964
Mean Square Error (MSE): 15.6
Overall Regression: 0.85714
Number of Epochs: 42
4.2 Scaled Conjugate Gradient (SCG)

The following study is done using Matlab Environment. In Matlab, the command used for training network using Scaled Conjugate Gradient (SCG) backpropagation algorithm is “trainscg”.

![Comparison between the predicted and actual wind speed employing the proposed model using SCG training.](image)

Mean Absolute Percent Error (MAPE): 6.97
Mean Absolute Error (MAE): 1.1582
Mean Square Error (MSE): 16.6
Overall Regression: 0.85042
Number of Epochs: 130
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4.3 BAYESIAN REGULARIZATION (BR)
The following study is done using Matlab Environment. In Matlab, the command used for training network using Bayesian Regularization (BR) backpropagation algorithm is “trainbr”.

![Comparison between the predicted and actual wind speed employing the proposed model using BR training.](image)

**Fig. 6:** Comparison between the predicted and actual wind speed employing the proposed model using BR training.

Mean Absolute Percent Error (MAPE): 6.40  
Mean Absolute Error (MAE): 1.3199  
Mean Square Error (MSE): 15.9  
Overall Regression: 0.85766  
Number of Epochs: 504

![Computed MSE value using the proposed BR trained model](image)

**Fig. 7:** Computed MSE value using the proposed BR trained model

V. Conclusion

In the present project, an attempt is made to forecast wind speed using three ANN models by utilizing historical weather data to train ANN model. The model developed is able to predict wind speed for next 48 time steps. Obtained results are summarized below:

- The developed LM model with the configuration of 9-15-1 gives the best result with MAPE = 5.67% and corresponding MAE = 1.2964 and MSE = 15.6 after 42 epochs.
- The developed SCG model with the configuration of 9-17-1 gives the best result with MAPE = 6.97% and corresponding MAE = 1.1582 and MSE = 16.6 after 130 epochs.
- The developed BR model with the configuration of 9-13-1 gives the best result with MAPE = 6.40% and corresponding MAE = 1.3199 and MSE = 15.9 after 504 epochs.

Out of the three techniques LM has least error hence it will give the most accurate forecasting also it has least epochs hence it has good convergence speed. After analyzing the results, it has been found that forecasted data is very similar to actual measured data with an MAPE of 5-7% which is a great improvement and hence ANN can be used to predict the generation of electricity for short term in wind power plant.
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