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Abstract: K means is one of the oldest algorithms, which is widely used for clustering of images as well as data. Clustering makes the analysis much simpler and easier. K means is used in many applications and many study related programs. But in this paper we are going to compare couple of improved K means clustering algorithms. Here we are going to compare Modified K Means (MKM) with Adaptive Fuzzy K Means (AFKM) clustering algorithm for image as well as data. As we know K means was mostly used for biomedical, microscopic, satellite images only but here MKM and AFKM can be used for normal image which is taken from CCD, mobile camera, and digital cameras. Both the above mentioned algorithms are based on conventional K means technique. Here we are also using percentage scored in engineering students for data analysis.
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1. INTRODUCTION

Formation of cluster means the pixels having similar parameters are placed in one cluster. This is widely used in statistics [4], [5], machine learning [6]-[8], pattern recognition [9]-[11], data mining [12]-[17], and image processing [18], [19]. In digital image processing, segmentation is essential for image description and classification. The technique is commonly used by many consumer electronic products (i.e., conventional digital image) or in a specific application field such as the medical digital image [2].

Here in this paper we have compared modified K means & adaptive fuzzy K means clustering algorithm.

2. THE MODIFIED K-MEANS ALGORITHM.

Modified K means clustering technique is based on normal K means algorithm which produces empty clusters during illustration. These empty clusters are created because of importer start of iteration [1]. Therefore we use modified K means clustering algorithm which does not produce empty cluster and give better results than conventional K means algorithm. This new improved K means algorithm is called as Modified K Means (MKM) algorithm[1],[2].

As in conventional K means the iteration is begins from old center which is denoted by zk (old), the pixels are categorized taking into consideration the minimum Euclidean distance. Then a new cluster is formed which is denoted by zk (new). Now again new center is calculated by:

\[ z_k^{(new)} \leftarrow \frac{1}{n_k} \sum_{x_j \in C_k} (x_j) \]

(1)

Where, nk is number of pixels in Ck cluster. Here in MKM the uses different technique to calculate center than conventional K means. As said earlier MKM algorithm is also widely used as it does not create empty cluster. Therefore the center updating in MKM is done by:

\[ z_k^{(new)} \leftarrow \frac{1}{n_k+1} \sum_{x_j \in C_k} (x_j) + z_k^{(old)} \]

(2)

Therefore the above equation is used for updating of new cluster and also every cluster contains at least one pixel. By using this new way of calculating cluster center will not affect the algorithm in its convergence. MKM also convergences after within few iterations without creating any empty cluster.

The MKM Algorithm

Input: a set D of d-dimensional data and an integer K.
Output: K clusters 
begin 
randomly pick K points \( C, D \) to be initial means; 
while measure \( M \) is not stable do 
begin 
compute distance \( d_{kj} = \|x_j - z_k\|^2 \) for each 
k, j where \( 1 \leq k \leq K \) and \( 1 \leq j \leq N \), and 
determine members of new K subsets based 
upon minimum distance to \( z_k \) for \( 1 \leq k \leq K \); 
compute new center \( z_k \) for \( 1 \leq k \leq K \) using (2); 
compute \( M \); 
end 
end 
3. THE ADAPTIVE FUZZY K-MEANS ALGORITHM

Adaptive fuzzy \( K \) means algorithm is combination of conventional \( K \) means & MKM clustering techniques. In AFKM each pixel belongs to more than one cluster and every pixel is assigned to a cluster depending upon minimum Euclidean distance. Consider a digital image with \( R \times S \) pixels (i.e., \( R \) represents number of columns and \( S \) represents number of rows) to be clustered into \( nc \) regions or clusters. Let \( p(x,y) \) be the considered pixel and \( c_j \) as the \( j \)-th centre, where \( x = 1, 2, ..., R, y=1, 2, ..., S \) and \( j = 1, 2, ..., nc \).

Now let us go through the steps used in Adaptive Fuzzy \( K \)-Means Clustering Algorithm:
1) Select the value of \( K \) randomly. Where, \( K \) indicates the number of clusters to be formed.
2) Assign every pixel of the image to a particular cluster.
3) Find the distance between each pixel and cluster center. Then minimize the distance between pixel and cluster center.
4) Again calculate new centers for every cluster by averaging all of the pixels in that particular cluster.
5) Follow second & third step till the algorithm convergence i.e not a single pixel changes its position from one cluster to other and also the cluster centers does not change its position.

\[
J = \sum_{j=1}^{K} \sum_{i=1}^{n} ||x_{ij} - c_j||^2 
\]

where \( X_{ij}^{(0)} \) - no of pixels 
\( C_j \) - cluster center. 
\( ||X_{ij}^{(0)} - C_j||^2 \) - distance between pixels and cluster center.
\( K \) - number of clusters.
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4. **Stimulation Results**

For stimulation purpose we have considered two types that is data and image. The processing time analysis is also performed to measure the algorithm efficiency. The analysis is performed using Intel® Core™ i3 CPU 3.07GHz Processor, 2.00GB of RAM, and 500GB of disk drive space. The coding is done using MATLAB. For data we have collected students percentage from one of the engineering college affiliated to Pune University. We considered percentage of 100 students and we divided them into five cluster (K) or groups on the basis of the percentage. And considering K=5 we have calculated the cluster accuracy rate (CAR) for each cluster as well as the time required for convergence of algorithm and for stimulation of image we have randomly considered two images which are taken using normal digital camera. Then we decided the number of iterations after which the algorithm should converge. And also the number of clusters to be formed. As we all know that there is a disadvantage of K means algorithm that we have to specify the number of clusters in advance. Then we again calculated CAR and the time required for convergence of algorithm.

![Fig. 2 GUI for Image analysis.](image_url)

For data we have collected students percentage from one of the engineering college affiliated to Pune University.

We considered percentage of 100 students and we divided them into five cluster (K) or groups on the basis of the percentage. And considering K=5 we have calculated the cluster accuracy rate (CAR) for each cluster as well as the time required for convergence of algorithm and for stimulation of image we have randomly considered two images which are taken using normal digital camera. Then we decided the number of iterations after which the algorithm should converge. And also the number of clusters to be formed. As we all know that there is a disadvantage of K means algorithm that we have to specify the number of clusters in advance. Then we again calculated CAR and the time required for convergence of algorithm.
Table 1: Stimulation result of students data.

<table>
<thead>
<tr>
<th>Input Data</th>
<th>CAR</th>
<th>AFKM</th>
<th>MKM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>No of Students</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 to 20</td>
<td>5</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>20 to 40</td>
<td>21</td>
<td>0.95</td>
<td>0.84</td>
</tr>
<tr>
<td>40 to 60</td>
<td>53</td>
<td>0.9</td>
<td>0.89</td>
</tr>
<tr>
<td>60 to 80</td>
<td>15</td>
<td>0.98</td>
<td>0.92</td>
</tr>
<tr>
<td>80 to 100</td>
<td>6</td>
<td>1</td>
<td>0.97</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3 GUI for data analysis.

Fig. 4 Stimulation result of flower image.
5. CONCLUSION

As we have implemented MKM and AFKM algorithm in a very effective way. Form the results we concluded by using AFKM algorithm for image as well as data we get good CAR and also the time required for convergence of algorithm is less[1]. That’s why AFKM is more efficient than Modified K-means clustering algorithm.

So the aim of developing an exact and more consistent image which can be used in finding cracks, face recognition, finger print recognition and in locating an object clearly from a satellite image etc [6]can be successfully done using AFKM. It works effectively when pixels are not properly separated from each other. AFKM also reduces cluster to cluster variance, but it does not make sure that the final result has a global minimum of variance.

REFERENCES

