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Abstract: The aim of hand gesture recognition researches is to develop such a system that will  easily identify 

gestures, and use them for variety of application ranging from sign language to virtual reality. The discussion 

on the various approaches for vision based hand gesture recognition based on Support vector Machine (SVM) is 

given in this paper. SVM is one of the most important machine learning algorithms that analyze data and 

recognize patterns, used for classification and regression analysis even for the large input space. Brief 
introduction and working as well as various implementation mechanisms are also discussed in this paper. 

 
 Keywords: hyperplane, PCA, SIFT, soft margin, SVM, Vision based hand Gesture.  

I. Introduction 

A gesture is a form of non-verbal communication in which visible bodily actions communicate particular 

messages, either in place of speech or together and in parallel with spoken words. Gestures include movement of 

the hands, face, or other parts of the body. The main purpose of developing such a system lies in the fact that 

gesture recognition has implemented in motion analysis to machine learning. It also serves many applications 

from virtual reality to sign language recognition. A lot of research has been carried out in last 2-3 decades on 

hand gesture recognition approach. These can be roughly divided into two categories, namely, Glove Based 

Gesture Recognition and Vision Based Gesture Recognition.                                                                                                             

             

     Glove based Hand Gesture Recognition hinders the naturalness as cumbersome devices are required to wear. 

Potentially, any awkwardness in using gloves and other devices can be overcome by using video-based 
noncontact interaction techniques [1]. This approach suggests computer vision techniques to interpret gestures 

in a more natural way. This approach is called as vision based approach [2] [3]. A vision based approaches uses 

features extracted from visual appearance of the input image model of the hand, comparing these modeled 

features with features extracted from input camera(s) or video input. This has garned popularity in last decades.  

  In this paper, we provide a survey on different aspects of Hand Gesture Recognition with 

particular emphasis on Support Vector Machine as a classifier. Rest of the paper is organized as follows: Section 

II will be an outline of different tools used for feature extraction. Section III introduces an overview of SVM. 

Gesture Recognition using SVM will be explained in Section IV. Discussion and Conclusion are given in 

Section V. 

II. Feature Extraction Techniques 
As hand gestures are very rich in shape variation, motion and textures, recognition of hand from video frame is 

not a straight forward problem. Spatial as well as temporal features can be extracted from the hand gesture 

inputs. A simple approach is to look for skin colored regions in the image. This is a very popular method [4], 

[5], with some limitations like it is very sensitive to lighting conditions. [6]. Discrete Cosine Transform (DCT) 

technique is applied to get the most important data that will be used in gesture classification stage which is the 

simplest and given better results. L.Bretzner et al. [7] used multi-scale space color features to recognize hand 

gestures the system shows real-time performance only when no other skin-colored objects exist in the image in 

background. A.Argyros et.al.in [8] obtained hand contour to recognize hand gestures and then computed the 

curvature of each point on the contour. Due to noise and unstable illumination in the cluttered background, the 

segmentation of integrated hand contour had some difficulty. 
    Features are detected by robust feature detection methods like SIFT [9], its variant principal component 

analysis (PCA)-SIFT [10] and speeded up robust features (SURF) [11]. In [9], SIFT was used for extracting 

distinctive invariant features from images that can be invariant to image scale and rotation and partially to 

illumination. In [10], PCA was used to normalize gradient patch instead of histograms. It turned out that PCA-

SIFT-based local descriptors were also distinctive and robust to image deformations. In [11], robust features 

(SURF) were speeded up, the experiments showed that it was very fast and worked properly. It is possible to 

optimize the code and speed up the recognition process combining SIFT, PCA-SIFT, and SURF key point 

http://en.wikipedia.org/wiki/Statistical_classification
http://en.wikipedia.org/wiki/Regression_analysis
http://en.wikipedia.org/wiki/Non-verbal_communication
http://en.wikipedia.org/wiki/Speech
http://en.wikipedia.org/wiki/Hand
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http://en.wikipedia.org/wiki/Human_body
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detection approach. In [12], authors acquired and preprocessed video image frame from camera, then 

extracted the normalized moment of inertia features and Hu invariant moments of gestures to constitute feature 

vector. Histograms of oriented gradients (HOG) were used to describe hand image. Extracted HOG features 

were projected into low-dimensional subspace using PCA-LDA (Principle Component Analysis and Linear 

Discriminant Analysis). In [13], C. Messom et al. achieved block based picture information ratio as features 

Optical Flow and motion estimation algorithms can be also used to extract the features of meaningful hand 

gestures. 

III. Introduction to SVM 
 Support Vector Machine (SVM), is one of the best machine learning algorithms, which was proposed in 1990’s 
by Vapnik.  SVMs are a set of related supervised learning methods used for classification and regression. 

Classical machine learning approaches are designed to minimize error on the training dataset and it is called the 

Empirical Risk Minimization (ERM). Those learning methods follow the ERM principle and neural networks 

are the most common example of ERM. On the other hand, the SVMs are based on the Structural Risk 

Minimization (SRM) principle rooted in the statistical learning theory. It gives better generalization abilities (i.e. 

performances on unseen test data) and SRM is achieved through a minimization of the upper bound (i.e. sum of 

the training error rate and a term that depends on VC dimension) of the generalization error [14]. 

    Classification is carried out by creating an N-dimensional hyperplane that optimally divides the data into two 

groups. SVM classifiers are closely related to neural networks. Actually, a SVM classifier model using a 

sigmoid kernel function is the same as the two-layer, perceptron neural network. In the SVM literature, a 

predictor variable is known as an attribute, and a transformed attribute that is used to define the hyperplane is 
known as a feature. The operation of selecting the most appropriate representation is called as feature selection. 

A group of features that describes one case is known as a vector. Therefore, the objective of SVM modeling is 

to find the optimal hyperplane that divides clusters of vectors in such a way that cases with one class of the 

target variable are on one side of the plane and cases with the other classes are on the other side of the plane. 

The vectors near the hyperplane are the support vectors. 

    Pattern recognition aims to classify data based on either a priori knowledge or statistical information extracted 

from raw data, which is a powerful tool in data separation in many disciplines. SVM is a supervised type of 

machine learning. algorithm in which, given a set of training examples, each marked as belonging to one of the 

many categories, an SVM training algorithm builds a model that predicts the category of the new example. SVM 

has the greater ability to generalize the problem, which is the goal in statistical learning.         

            
    The basic idea of the SVMs is to construct a hyperplane as the decision plane, which separates the positive 

(+1) and negative (-1) binary classes with the largest margin, which is related to minimizing the VC dimension 

of SVM. In a binary classification problem where feature extraction is initially performed, let us label the 

training data 
d

ix   with a label  1,1 iy }, for all the training data     i = 1,……… l , where l is the 

number of data, and d is the dimension of the problem. When the two classes are linearly separable in 
d  , we 

wish to find a separating hyper plane which gives the smallest generalization error among the infinite number of 
possible hyperplanes. Such an optimal hyper plane is the one with the maximum margin of separation between 

the two classes, where the margin is the sum of the distances from the hyper plane to the closest data points of 

each of the two classes. These closest data points are called Support Vectors (SVs). The middle line on fig.1 

represents the optimal separating hyper plane. 

 
Fig 1.Linear separating hyperplane and Support vectors 

 

A hyper plane is characterized with a direction vector w (normal to the hyper plane) and an offset vector b that 

satisfy the equation 

𝑤.𝑥 + 𝑏 = 0     (1) 
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The separation problem is to determine the hyper plane such that for 𝑤𝑥𝑖 + 𝑏 ≥ 1 positive examples and 

  𝑤𝑥𝑖 + 𝑏 ≤ 1 for negative examples. Since the SVM finds the hyper plane, which has the largest margin, it can 

be found by minimizing 
1

2‖𝑤‖2 

min𝑤 ,𝑏    Ф 𝑤    =
‖𝑤‖2

2
        (2) 

 

The optimal separating hyper plane can thus be found by minimizing equation (2) under the constraint (3) to 

correctly separate the training data. 

𝑦𝑖 =  𝑤.𝑥𝑖 + 𝑏 − 1 ≥ 0,∀i           (3) 

This is a Quadratic Programming (QP) problem for which standard techniques (Lagrange Multipliers, Wolfe 

dual) can be used [15],[16].  

:


f  1,1 n

 

The set of functions fλ could be a set of Radial Basis Functions or a multi-layer neural network.  

For a given function fλ the expected risk (the test error) Rλ is the possible average error committed by fλ on the 

unknown example drawn randomly from the sample distribution P 

𝑅 𝜆 =  
1

2  
 𝑓𝜆    𝑥 − 𝑦 𝑑𝑃(𝑥, 𝑦) 

Rλ is a measure of how well a hypothesis predicts the correct label y from an input x. 

This approximation is called empirical risk Remp (training error) 

𝑅𝑒𝑚𝑝 𝜆 =
1

𝑙
  𝑓𝜆    𝑥𝑖 − 𝑦𝑖 

𝑙

𝑖=1

 

Where l is the number of samples. The mathematical function used for the transformation is known as 

the kernel function. Following are some kernel functions: 

• Linear • Polynomial • Radial basis function (RBF) • Sigmoid 

A linear kernel function is recommended when linear separation of the data is straightforward. In other cases, 

one of the other functions should be used. You will need to experiment with the different functions to obtain 

the best model in each case, as they each use different algorithms and parameters. 

3.1 How SVM Works? 
The general equation of a plane in n-dimensions is w .Fx=b where x is a nx1 vector. Of all the points on the 

plane, one has minimum distance dmin perpendicular from hyperplane to the origin. 

𝒅𝒎𝒊𝒏 =
|𝒃|

‖𝒘‖
 

Training patterns(x1,y1)_,. . . ,(_xl,_yl)_are given where xi is a d-dimensional vector and 

y i   =1   if xi is in group 1 
y i   =-1   if xi is in group 2 

If the data are linearly separable, then there exist a d-dimensional vector w and a scalar b such that 

 𝑤.𝑥𝑖 − 𝑏 ≥ 1, if yi = 1 

 𝑤. 𝑥𝑖 − 𝑏 ≤ 1, if yi = −1 

3.2 Multiclass SVM 
 

 The basic SVMs are for two-class problem. However it should be extended to multiclass to classify 

into more than two classes [15],[16]. There are two basic strategies for solving q-class problems with SVMs. 

  3.2.1 Multi-class SVMs: One to Others  
Take the training samples with the same label as one class and the others as the other class, and then it becomes 

a two-class problem. 

  3.2.2 Multi-class SVMs: Pair wise SVMs 

In the pair wise approach, q2machines are trained for q-class problem [17]. The pair wise classifiers are 

arranged in trees, where each tree node represents an SVM. Regarding the training effort, the one-to-others 

approach is preferable, since only q SVMs have to be trained compared to q2 SVMs in the pair wise approach. 

However, at  

runtime both strategies require the evaluation of q-1 SVMs . Recent experiments on people recognition show 

similar classification performances for the two strategies. Fig 2 gives a brief idea of implementing multiclass 

SVM using Binary classifiers either in top-down approach or in bottom-up approach.  
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Fig.2 Examples of multiclass SVM 

 

 

IV. Hand Gesture Recognition using Support Vector Machine. 
 

Various approaches have been utilized to deal with gesture recognition problem ranging from soft computing 

approaches to statistical models based on Hidden Markov Model HMM [18], and Finite state Machine FSM 
[19]. Soft computing tools generally include ANN [20] [21], fuzzy Logic sets [22] and Genetic Algorithms GAs 

[23]. In this paper we focus on the SVMs. 

 

Since different hand gestures are required to classify (and not only two), there is a need to combine 

several binary SVMs in a Classifier Tournament structure as shown in Fig.3. For every pair of classes, training 

to a binary classifier is required to classify between them. Computed image features in the preprocessing stage 

will be entered into all the binary classifiers. Each binary classifier returns a class number representing a 

gesture. The gesture that has the most votes of classifiers wins and that will be the result of the multiclass SVM.  

 

MEB-SVM (Minimum Enclosing Ball-SVM) was implemented on the large scale data classification by 

[24]. Comparing with others that algorithm proved efficient with less computation time. Some tricks such as 

mean shift and Fourier descriptor were implemented in that paper. These methods enhanced the hand gesture 
recognition's efficiency. The main algorithm MEB-SVM shows powerful while deal with multi-class 

classification.  

 
Figure:3  a. Typical SVM model        b.MEB model 

A multiclass SVM is addressed by [25].Multiclass SVM training and testing were performed using the 

library for SVM described in [26]. This library supports multiclass classification and uses a one-against-one 

(OAO) approach for multiclass classification in SVM [27]. For the M-class problems (M being greater than 2), 

the OAO approach creates M (M-1)/2 two-class classifiers, using all the binary pair-wise combinations of the M 

classes. Each classifier was trained using the samples of the first class as positive examples and the samples of 

the second class as negative examples. To combine these classifiers, the Max Wins method was used to find the 

resultant class by selecting the class voted by the majority of the classifiers [28].Fig.4 shows some of the images 

used by author from Sebastien Marcel database [29]. 
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Figure 4: Hand postures used in Marcel database images. [courtesy[25]] 

 

  [30] tested two different SVM configurations.  In the first configuration, a single multi-class SVM 

whose output classes were equal to the cells of the grid was used. In the second configuration, two multi-class 

SVMs were used. The first SVM was trained to recognize the row of the pointed cell whereas the second one 

was trained to recognize the column. Thus the number of the output classes of the two SVMs was equal to the 

number of rows and columns of the grid, respectively. Since the SVM is a binary classifier, it should be 
extended for an m-class problem in hand gesture recognition. The authors used the so called one against one 

approach, which was a pair wise method and needs to train SVM classifiers. In addition, another two distance 

measures, i.e., Euclidean distance and Cosine similarity distance, were also computed to make a comparison 

with the SVM method 

Various issues related to SVM were discussed in [31] like Optimal Separating Hyperplane, Linearly 

non-separable case, Multi-Class Learning, Nonlinear Support Vector Machines etc. This was evaluated using 

dot product, but it can be computationally large. Thus, it is the choice of kernel k that is important, so that large 

quadratic computation can be reduced. The fig .6 shows a mapping of the nonlinear input space to a linear 

feature space. There are various kernels to choose from, for example Polynomial learning machines, Radial-

basis function networks and Two-layer perceptrons. The choice of the kernel is theoretically of interest since it 

determines the feature space in which to work. (Fig.5). 

 
Figure 5: Mapping of Non-linear input feature space to linear feature space. 

 

Hybrid shape motion sequence kernel is one of the innovative kernel functions. The classifying 
procedure was a classification of an offline video showing hand gestures or classification of a real-time online 

camera video showing hand gestures. In both cases the video was broken down to frames and the frames 

converted to images. The images were then preprocessed and the relevant features were extracted. These 

features were passed onto the multiclass SVM and a hand gestures classification was made [32]. 

 

V. Conclusion and Discussion: 

Hand gesture recognition is truly an interdisciplinary research area having wide range of applications. 

In this paper we provided some tools to extract the features. Low level features like contour, skin detection, 

HOG, DCT, and PCA will prove good when they are used for constant background. To make a flexible system 
SURF, SIFT, improvements on PCA or hybridization will also provide good results. We emphasized on the 

Support Vector Machine which can be used as a classifier. SVMs are binary class classifiers and it was first 

applied for verification or 2 class classification problems. But SVMs had been used for multi-class classification 

problems since one to others and pair wise bottom-up, top-down multi-class classification methods were 

developed. Most of applications using SVMs showed SVMs-based problem solving approach is better than 

other methods. Even SVM is a newer technique; it has been applied to a wide range of machine learning tasks 

and used to generate much possible learning architecture with proper selection of kernel functions. If some 

limitations related with the choice of kernels, training speed and size are solved, it can be applied to more real-

life classification problems. 
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