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Abstract: Geographic Routing (GR) algorithms, require nodes to periodically transmit HELLO messages to 

allow neighbors know their positions (beaconing mechanism). To reduce the control overhead due to these 

messages, beacon-less routing algorithms have recently been proposed. However, existing beacon-less 

algorithms have not considered realistic physical layers. Therefore, those algorithms cannot work properly in 

realistic scenarios. In this paper we present a new beacon-less routing protocol EBGR. Its design is based on 

the new delay function to reduce collisions and duplicate messages produced during the phase of selecting the 

next forwarder. Through extensive simulations on NS2 we compare proposed beaconless routing protocol with 

BLR and CBF and show that our scheme is able to achieve almost perfect packet delivery ratio (like BLR) while 

having a low bandwidth consumption. 

Keywords: Delay function, bandwidth ,packet delivery ratio. 

  

I. Introduction 

    GEOGRAPHIC routing, in which each node forwards packets only based on the locations of itself, its 

directed neighbors, and the destination, is particularly attractive to resource-constrained sensor networks. The 

localized nature of geographic routing eliminates the overhead brought by route establishment and maintenance, 

indicating the advantages of modest memory requirement at each node and high scalability in large distributed 

applications. In conventional geographic routing schemes, each node is required to maintain more or less 

accurate position information of all its direct neighbors, and the position of a node is made available to its direct 

neighbors by periodically broadcasting beacons. In WSNs with invariant or slowly changing network topology, 

maintaining neighbor information can greatly improve the performance because of the reusability of the 

maintained information and the low maintenance cost. However, in many application scenarios, WSNs are 

highly dynamic and the network topology may frequently change due to node mobility, node sleeping, node or 

link faults, etc. In highly dynamic scenarios, routing protocols based on maintaining neighbor information suffer 

from at least three drawbacks. First, the maintenance of neighbor information causes too much communication 

overhead and results in significant energy expenditure. Second, the collected neighbor information can quickly 

get outdated, which, in turn, leads to frequent packet drops. Third, the maintenance of neighbor information 

consumes memory, which is also a scarce resource in WSNs. 

To overcome the drawbacks of conventional geographic routing schemes in scenarios with dynamic 

network topology, several beaconless geographic routing protocols [7],[5],[2],[4],[8] have been proposed. 

Beaconless routing schemes, in which each node forwards packets without the help of beacons and without the 

maintenance of neighbor information, are fully reactive. When a node has a packet to transmit, it broadcasts the 

packet to its neighbors. The most suitable neighbor for further relaying the packet is determined based on a 

contention mechanism in which each neighbor determines a proper delay for further forwarding the packet 

based on how well it is suited as the next-hop relay. Therefore, beaconless routing schemes are robust to 

topology changes since the forwarding decision is based on the actual topology at the time a packet is to be 

forwarded However, in most existing beaconless routing schemes such as BLR [7], CBF [5], and GDBF [4], 

each node forwards packets based on hop-count routing metrics (e.g., each node selects its neighbor closest to 

the destination as its next-hop relay). These routing metrics are simple in implementation, but they cannot 

guarantee energy efficiency which is a major concern in WSNs.  

 

II. Problem Formation 
We address the problem of providing energy-efficient beaconless geographic routing for dynamic 

wireless sensor networks in which network topology frequently changes over time, and present a novel routing 

protocol called Energy-efficient Beaconless Geographic Routing (EBGR). Without any prior knowledge of 

neighbors, EBGR tries to minimize the total energy consumed by delivering each packet to the sink and works 

as follows: each sensor node first calculates its ideal next-hop relay position based on the optimal forwarding 

distance in terms of minimizing the total energy consumption for delivering a packet to the sink. When a node 

has a packet to transmit, it first broadcasts an RTS message to detect its best next-hop relay. All suitable 
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neighbors in the relay search region participate in the next-hop relay selection process using a timer-based 

contention mechanism. Each candidate that receives the RTS message sets a delay for broadcasting a 

corresponding CTS message based on a discrete delay function, which guarantees that the neighbor closest to 

the optimal relay position has the shortest delay. The neighbor that has the minimum delay broadcasts its CTS 

message first, and the other candidates snooping the CTS message notice that another node has responded the 

request and quit the contention process. Finally, the packet is unicasted to the established next-hop relay. If there 

is no node in the relay search region, the forwarding node enters into a beaconless recovery mode to recover 

from the local minimum. 

 

III. Related Work 
   Beaconless routing schemes are robust to topology changes since the forwarding decision is based on 

the actual topology at the time a packet is to be forwarded. However, in most existing beaconless routing 

schemes such as BLR [7], CBF [5], and GDBF [4], each node forwards packets based on hop-count routing 

metrics (e.g., each node selects its neighbor closest to the destination as its next-hop relay). These routing 

metrics are simple in implementation, but they cannot guarantee energy efficiency which is a major concern in 

WSNs.     

According to Contention-based forwarding [5]  In this paper, propose a mechanism to perform 

position-based unicast forwarding without the help of beacons. In contention-based forwarding scheme (CBF) 

the next hop is selected through a distributed contention process based on the actual positions of all current 

neighbors. For the contention process, CBF makes use of biased timers. To avoid packet duplication, the first 

node that is selected suppresses the selection of further nodes. The general idea of CBF is to base the forwarding 

decision on the current neighborhood as it exists in reality and not as perceived by the forwarding node. This 

requires that all suitable neighbors of the forwarding node are involved in the selection of the next hop.Its main 

drawback is that it transmits at least two additional packets (RTF/CTF) for each forwarding of the data packet. 

According to BLR[7] beacon-less routing algorithm Routing of packets in mobile ad hoc networks with a large 

number of nodes or with high mobility is a very difficult task and current routing protocols do not really scale 

well with these scenarios. The beacon-less routing algorithm (BLR) presented in this paper is a routing protocol 

that makes use of location information to reduce routing overhead. However, unlike other position-based routing 

protocols, BLR does not require nodes to periodically broadcast Hello-messages (called beaconing), and thus 

avoids drawbacks such as extensive interferences with regular data transmission, and performance degradation. 

BLR selects a Forwarding  node in a distributed manner among all its neighboring nodes with having 

information neither about their positions nor even about their existence. Data packets are broadcasted and the 

protocol takes care that just one of the receiving nodes forwards the packet. Optimized forwarding is achieved 

by applying a concept of dynamic forwarding delay. Consequently, the node that computes the shortest 

forwarding delay relays the packet first. This forwarding is detected by the other nodes and suppresses them to 

relay the same packet any further According to GDBF[  4]  Guaranteed Delivery Beaconless Forwarding :The 

proposed Guaranteed Delivery Beaconless Forwarding (GDBF) protocol involves selecting the appropriate next 

hop by means of RTS (Ready To Send) and CTS (Clear To Beaconless Position Based Routing with Guaranteed 

Delivery in Sensor Networks 3 Send) packets. In greedy mode , only the forwarding neighbor sends CTS back 

to the node having the data packet. GDBF is a generic framework that can be applied to location based schemes. 

It guarantees delivery, when the underlying protocol is a guaranteed delivery protocol. The main contribution of 

this article is in protocol operation in recovery mode. GDBF reduces the number of messages (CTS’s) sent by 

the neighbors of current node in recovery mode by using a special suppression scheme. The drawbacks of the 

GDBF are as the same as the ones in the CBF. 

 

IV. Proposed Work 
By literature survey. We found that most of the proposed beaconless schemes employ hop-count-based 

routing metric, which is not efficient in terms of energy consumption. We propose a novel online geographic 

routing scheme called EBGR, which can provide fully stateless, energy-efficient sensor-to-sink routing at a low 

communication overhead without maintaining neighborhood information. We prove that EBGR is loop-free in 

greedy forwarding mode, We found less energy consumption for sensor-to-sink data delivery under EBGR, 

assuming no packet loss and no failures in greedy forwarding mode.We evaluate the performance of EBGR in 

scenarios: mobility, random sleeping. Simulation results show that our scheme significantly outperforms 

existing routing protocols in highly dynamic scenarios. 

 each sensor node first calculates its ideal next-hop relay position based on the optimal forwarding distance 

in terms of minimizing the total energy consumption for delivering a packet to the sink.  
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 When a node has a packet to transmit, it first broadcasts an RTS message to detect its best next-hop relay. 

All suitable neighbors in the relay search region participate in the next-hop relay selection process using a 

timer-based contention mechanism. 

 Each candidate that receives the RTS message sets a delay for broadcasting a corresponding CTS message 

based on a discrete delay function, which guarantees that the neighbor closest to the optimal relay position 

has the shortest delay.  

 The neighbor that has the minimum delay broadcasts its CTS message first, and the other candidates 

snooping the CTS message notice that another node has responded the request and quit the contention 

process.  

 Finally, the packet is unicasted to the established next-hop relay. If there is no node in the relay search 

region, the forwarding node enters into a beaconless recovery mode to recover from the local minimum. 

4.1 NETWORK MODEL 

  Without loss of generality, it is assumed that no two nodes locate at the same position. All sensor nodes 

are equipped with the same radio transceiver that enables a maximum Transmission range R. Each node knows 

its own location as well as the location of the sink. We use the Unit Disk Graph (UDG) communication model in 

the first stage of analysis. 

In this model, any two nodes u and v can communicate with each other reliably if and only if │uv│ ≤ R, where 

│uv│ is the Euclidean distance between u and v. based on a realistic communication model in which data loss is 

estimated by packets reception rate, we extend our scheme to achieve localized energy-efficient beaconless 

routing in the presence of unreliable communication links. 

4.2 ENERGY MODEL 

The First Order Radio Model in [6]  proposed has been widely used for measuring energy consumption 

in wireless communications[16],[18]. In this model, the energy for transmitting 1 bit data over distance x is 

where a11 is the energy spent by transmitter electronics, a2 is the transmitting amplifier, and) is the propagation 

loss exponent. The energy for receiving 1 bit data is where a12 is the energy spent by receiver electronics. 

Therefore, the energy consumed by relaying 1 bit data (i.e., receiving 1 bit data, and then, transmitting it over 

distance x) is 

      (x)=   +    
 +      + ---- (1) 

Where 

= +  

Energy spent by transmitter  = .07 mill watts and energy receiver is   = .03 mill watts, propagation loss 

k< = 2  

 

4.3 THEORETICAL ANALYSIS   
we present extensive theoretical analysis for our algorithm based on a simplified MAC model without 

packet loss, the unit disk graph model without failures in greedy forwarding, and uniform node deployment. In 

[30], the characteristics of energy consumption for power adjusted transmission were investigated using a 

generalized form of the First Order Radio Model. Given a source node u and a destination node v, d denotes the 

distance between u and v, and  (d) represents the total energy consumed by delivering 1 bit data from u to v. 

The following lemmas hold   according to the analysis presented in [19]: 

Lemma 1. If   √
  

  
        

 
 

Direct transmission is the most energy-efficient way to deliver packets from u to v. 

Lemma 2 .if 

  √
  

  
        

 
 

 (d)  is minimized when all hop distances are equal to
 

 
  and optimal number of hops is ⌊
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EBGR works in two modes: beaconless greedy forwarding mode and beaconless recovery mode. In the former 

mode, only the nodes in the relay search region (see Fig. 1) of the forwarder are candidates for further 

forwarding the packet, and the forwarder chooses the neighbor closest to its optimal relay position as its next-

hop relay using the RTS/CTS handshaking mechanism. In this way, each packet is expected to be delivered 

along the minimum energy route from the source to the sink. If there is no node in the relay search region, the 

forwarder enters into beaconless recovery mode. 

 
 

Relay Search Region 
Since the best next-hop relay for any node u is the neighbor closest to its ideal relay position fu, there is 

no need for all neighbors of node u to participate in the contention for acting as the next-hop relay. In EBGR, 

each node has a relay search region which is defined as follows: Definition 2. Given any node u, its next-hop 

relay search region, denoted by , is    defined as the disk centered at u’s ideal next-hop relay position fu  with 

radius       where 

  (u)  |     |=   

For any node u, only the neighbors in its relay search region      are candidates for further forwarding the 

packets transmitted from node u. The concept of relay search region is introduced to prohibit the unsuitable 

neighbors from participating the relay contention procedure. 

 

4.4 Beaconless Greedy Forwarding  
The nodes in the relay search region (see Fig. 1) of the forwarder are candidates for further forwarding 

the packet, and the forwarder chooses the neighbor closest to its optimal relay position as its next-hop relay 

using the RTS/CTS handshaking mechanism. In this way, each packet is expected to be delivered along the 

minimum energy route from the source to the sink.Since the best next-hop relay for any node u is the neighbor 

closest to its ideal relay position fu, there is no need for all neighbors of node u to participate in the contention 

for acting as the next-hop relay. For any node u, only the neighbors in its relay search region Ru are candidates 

for further forwarding the packets transmitted from node u. The concept of relay search region is introduced to 

prohibit the unsuitable neighbors to participate in the relay contention procedure. Given any node u, let |us| be 

the distance from node u to the sink s. Node u first calculates |us| since it has the knowledge of its own position 

as well as the position of the sink. If the sink is in u’s transmission 

|  |  √
  

  
        

 
 

Node u transmits its packets directly to the sink because relaying the packets by some intermediate nodes is no 

more energy-efficient than direct transmission. Otherwise, node u detects it best next-hop relay based on the 

procedure given as follows: Let       )   and          )  be the coordinates of node u and the sink s, 

respectively. The location of     , denoted by    
     

), can be computed as follows: 

   
    

  

|  |
      ) 

   
    

  

|  |
      ) 

When node u has a packet to transmit, it broadcasts an RTS message, which also contains the location of its 

ideal next-hop relay position as well as the radius of its relay search region, to detect its best next-hop relay. For 

any neighbor w that receives the RTS message from node u, it first checks if it falls in Ru. If w ≠ Ru, the RTS 

message is simply discarded. Otherwise, node w generates a CTS message which also contains its own location 

and sets a proper delay, denoted by δw→u, for broadcasting the CTS message based on a discrete delay function 
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given in next section. If node w overhears a CTS message broadcasted by another candidate before δw→u is 

due, node w cancels broadcasting its own CTS message; otherwise, node w broadcasts its CTS message when 

δw→u is due. When node u receives the CTS message from its neighbor w, the next-hop relay for u, denoted by 

relay (u), is updated if relay (u) is null or |wfu| < |relay(u)fu|. Finally, node w unicasts its packet to its next-hop 

relay relay (u). Nodes located within this forwarding area apply Discrete Delay [8] prior to relaying the packet, 

whereas nodes outside this area drop the received packet. The value of the Discrete Delay [0, Max_Delay] 

depends on the relative position coordinates of current, previous, and destination node. Eventually, the node 

which computed the shortest Discrete Delay forwards the packet first. Every node in the forwarding area detects 

the further relaying of the packet and cancels its scheduled transmission of the same packet. Furthermore, 

passive acknowledgments are used. 

 The previous transmitting node also detects the further relaying of the packet and thus concludes that it 

was successfully received by another node. Thereby, acknowledgments on the MAC-layer can be avoided. (For 

example in IEEE 802.11, there are even no acknowledgments provided for broadcast packets.) The algorithm 

continues until the destination is reached. The only node that has to send an acknowledgement is the destination 

node since it does not relay the packet any further. 

 

4.5 BEACONLESS RECOVERY 
When node u broadcasts an RTS message to detect its best next-hop relay, it sets its timer to tmax and 

starts the timer. tmax is large enough to guarantee that node u can receive the CTS message from the furthest 

neighbor in Ru before the timer is expired. If node u receives no CTS message till the timer is expired, it 

assumes that there is no neighbor in its relay search region. To recover from the local minimum, the beaconless 

angular relaying proposed in [17] is employed in EBGR. The angular relaying algorithm works in two phases: 

selection phase and protest phase. In the selection phase, the forwarder u broadcasts an RTS message to its 

neighbors, and the neighbors answer with CTS messages in counterclockwise order according to an angular-

based delay function. After the first candidate w answers with a  valid CTS, the protest phase begins. First, only 

the nodes in          (i.e., the Gabriel circle having uw as diameter) are allowed to protest. If a node x 

protests, it automatically becomes the next-hop relay. After that, only nodes in            are allowed to 

protest. Finally, the forwarder sends the packet to the selected (first valid or last protesting) candidate. 

 
 

V. Results 
Fig2 Packet Delivery Ratio: It is defined by a factor of number of packets received by number of 

packets transmitted. v/s node density we compare the results of direct, intermediate relay , EBGR modified , 

EBGR performance and  beaconless recovery  , fig3 energy consumption by data transmission v/s nodes density 

comparing the energy consumption in EBGR modified, EBGR performance.fig 4 latency v/s nodes density 

  
Fig2.packet deliver ratio(joules) v/s node densityIt can be seen that the Packet delivery ratio of EBGR with 

recovery is better than other peers of geographic routing. Fundamentally the algorithm poffers quick recovery 

from route and path loss. Therefore the system is better. 

 
Fig3: energy consumed (joules) v\s nodes  

Average energy consumed of EGBR is better than EGBR modified. This is partially due to lesser packet success 

rate of EGBR. As the modified version offers better resilence against losses, the system transmits more packets 

and hence losses are more. 
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Fig4: latency v/s node density 

It can be seen that for average number of nodes ( nodes bellow 30) EGBR modified's latency is better. This is 

because for the same range, pdr of all the systems are higher. Hence it can be stated that for transmitting packets 

with equal success, performance of the modified version is better. But as the nodes increases, EGBR modified 

gives better PDR hence more packets are transmitted which results in higher delay. 

 

VI. Conclusion 
Providing energy-efficient routing is an important issue in the design of WSNs. In this paper, we 

propose a novel energy-efficient beaconless geographic routing protocol EBGR which takes advantages of both 

geographic routing and power-aware routing to provide loop-free, stateless, and energy-efficient sensor-to-sink 

routing in dynamic WSNs. The performance of EBGR is evaluated through simulations. Simulation results 

show that our protocol consumes significantly less energy than routing protocols based on neighborhood 

maintenance in highly dynamic scenarios.There are some interesting future research directions regarding the 

concept of energy-efficient geographical routing in WSNs. By taking the residual energy into account for 

making forwarding decision, our scheme can be extended to alleviate the unbalanced energy consumption in the 

network while still guarantee that the total energy consumption for sensor-to-sink data delivery is bounded. 

Another extension is to integrate other energy conserving   schemes such as data aggregation to further Reduce 

energy consumption and maximize network lifetime. It is also interesting to extend our scheme to networks with 

heterogeneous propagation properties There are some interesting future research directions regarding the 

concept of energy-efficient geographical routing in WSNs. By taking the residual energy into account for 

making forwarding decision, our scheme can be extended to alleviate the unbalanced energy consumption in the 

network while still guarantee that the total energy consumption for sensor-to-sink data delivery is bounded. 

Another extension is to integrate other energy conserving schemes such as data aggregation to further Reduce 

energy consumption and maximize network lifetime. It is also interesting to extend our scheme to networks with 

heterogeneous propagation properties  
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