Performance Analysis of PCA & ANN for Recognize the IRIS & Fingerprint traits using SVM
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Abstract: The Biometric system is of one the essential pattern recognition system that are used for identifying individuals using different biometric traits. The authentication system design on only one biometric modality may not satisfy the requirement of demanding applications in term of properties such as accuracy, sensitivity & precision. In this paper, we used minutiae & gabor wavelet for the feature extraction of fingerprint & IRIS respectively. After extracting the feature we used ANN & PCA for classification of traits. After that we combine both the images which comes after the applying the ANN & PCA. On those resulting images we apply SVM for developing authentication system which uses the IRIS and Fingerprint of a person for recognizing a person. It is observed that developed algorithm that has best performance parameters as compared existing algorithms.
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I. Introduction

The biometric authentication has seen considerable improved in reliability and accuracy, with some biometrics offering reasonably good overall performance. In biometric based systems for identity verification, static and/or dynamic biometric measures may be used as personal passwords. However, even the most advanced biometric identification systems are still facing numerous problems, some inherent to the type of data and some to the methodology itself. In particular, biometric authentication systems generally suffer from imprecision and difficulties in person recognition due to noisy input data, limited degrees of freedom, intraclass variability, non-universality, and other factors that affect the performance, security and convenience of using such systems. Each biometric system must perform four basic tasks i.e. acquisition, feature extraction, matching and decision making [9]. Multi biometric systems can significantly improve the recognition performance in addition to improving population coverage, deterring spoof attacks, increasing the degrees of freedom, and reducing the failure-to-enroll rate. Physiological biometric identifiers include fingerprints, hand geometry, ear patterns, eye patterns (iris and retina), facial features, and other physical characteristics. Behavioral identifiers include voice, signature, typing patterns, and others. The major focus is to implement the multimodal system that provides accuracy at limited cost in terms of acquisition time. There are other reasons to combine two or more biometrics like different applications and customer preference. So the limitations of unimodal biometric system can be overcome by multi modal biometric systems. The Biometric authentication technology certifies recognition of human on the basis of some unique characteristics owned by him. IRIS and Finger print recognition are one of the techniques used for biometric authentication. In development of this system we have used two types of authentication traits of biometric systems i.e. IRIS and Fingerprint using that we checked the accuracy, sensitivity & performance of the system. So this system can be helpful in privacy also. Multimodal biometric systems are those that use more than one physiological or behavioral characteristic for enrolment, verification & identification. An overview of multimodal biometrics contained various levels of fusions, various possible scenarios, the different kind’s modes of operation, integration methods and design issues [9]. These systems are also able to meet the stringent performance requirements imposed by various applications. Multimodal biometric systems address the problem of non-universality since multiple traits ensure sufficient population coverage. Further, multimodal biometric systems provide anti-spoofing measures by making it difficult for an intruder to simultaneously spoof the multiple biometric traits of a legitimate user [11].Thus, a challenge response type of authentication can be facilitated using multimodal biometric systems. In applications such as boundary entry & exit, access control, civil identification network surveillance, multi-modal biometric systems are looked to as a means of reducing false non-match and false match rates providing a secondary means of enlistment, verification, and recognition if sufficient data cannot be acquired from a given biometric samples & combating attempts to fool biometric systems through fraudulent data sources such as fake fingers [1].
II. Methodology To Iris & Finger Print Classification

This section presents the proposed methodology for classification of IRIS & fingerprint using ANN & PCA. The effectiveness of classification is achieved by combining the feature extracted of IRIS & Fingerprint using gabour wavelet analysis & minutiae feature extraction. In this approach of IRIS & Finger Print Recognition using Principle Component Analysis even though various classifiers are specified already but less accuracy are matched in available Data Set & Real Image. So this is the challenging part when we think about designing this application [9].

The overall different steps of proposed methodology are given as follow.
1) Select data set from database of IRIS & fingerprint.
2) Extract the feature using gabour wavelet analysis & minutiae feature extraction.
3) Train Neural Network on both traits.
4) Classification using PCA for IRIS trait.
5) Combine both images of IRIS & Fingerprint for result
6) Apply SVM for recognizing person.

![Flow diagram of the proposed methodology](image)

2.1 Feature Extraction Technique

2.1.1 Gabour Wavelet & Minutiae Feature Extraction

A Gabor filter is a linear filter whose response of impulse is defined by a harmonic function multiplied by a Gaussian function. Because of the multiplication convolution property (Convolution theorem), the Fourier transform of a Gabor filter's impulse response is the convolution of the Fourier transform of the harmonic function and the Fourier transform of the Gaussian function. A 2-D Gabor filter is an oriented complex sinusoidal grating modulated by 2-D Gaussian function. GEF’s were first defined by Gabor and later extended to 2-D by Daugman

$$h(x, y) = g(x', y') \exp \left( j2\pi(Ux + Vy) \right)$$

(1)

Where \((x', y') = (x \cos \theta + y \sin \theta, -x \sin \theta + y \cos \theta)\) represent rotated spatial-domain rectilinear coordinates. Let \((u,v)\) denote frequency-domain rectilinear coordinates, \((U,V)\) represents a particular 2-D frequency. The complex exponential is a 2-D complex sinusoid at frequency [8].

On the skeleton image the minutiae feature extraction technique algorithm can be performed. The approach involves using 3 x 3 windows to examine the local neighboring pixels of each ridge pixel in the image. A pixel is then bifurcated as a ridge ending if it has only one neighboring ridge pixel in the skeleton image window, and classified as a bifurcation if it has three neighboring ridge pixels [4].

The main steps in the proposed algorithm include:

2.1.2 Principle Component Analysis (PCA)

It is the generalized technique which uses sophisticated underlying mathematical conventions and results to transforms a number of possibly correlated data points into a smaller number of data points which is called as Principal Components. The PCA is mostly used as a tool in exploratory data analysis and for predictive
model making purposes. It can be done by eigen value decomposition of a data correlation (or covariance) matrix or singular value decomposition of a data matrix, usually after mean centering (and normalizing or using Z-scores) the data matrix for each attribute [9][1]. Assume that we initialize with a data set that is arranged in terms of an m by n matrix, where the n columns are the samples (e.g. observations) and the m rows are the data points. We wish to linearly transform this matrix, X into another matrix, Y, also of dimension m x n, so that for some m x m matrix, P,

$$Y = PX$$

(2)

This equation represents a change of basis. If we consider the rows of P to be the row vectors p1, p2, . . . , pm, and the columns of X to be the column vectors x1, x2, . . . , xn then can be interpreted in the following way.

$$PX = \begin{pmatrix} p_1 \cdot x_1 & p_1 \cdot x_2 & \cdots & p_1 \cdot x_n \\ p_2 \cdot x_1 & p_2 \cdot x_2 & \cdots & p_2 \cdot x_n \\ \vdots & \vdots & \ddots & \vdots \\ p_m \cdot x_1 & p_m \cdot x_2 & \cdots & p_m \cdot x_n \end{pmatrix} = Y$$

(3)

2.1.3 Artificial Neural Network (ANN)

An ANN is a computational structure that is inspired by observed process in natural networks of biological neurons in the brain. It consists of easy computational units called neurons, which are highly connected with each other. ANNs have become focus the much attention, largely because of their large range of applicability and the ease with which they can treat difficult problems. ANNs are now being increasingly recognized in the area of classification and prediction, where regression model and other related mathematical techniques have traditionally been employed.

One of the simplest feed forward neural networks (FFNN), such as in Fig.2, consists of three different layers: an input layer, hidden layer and output layer. In each layer there are one or more processing elements (PEs). PEs is meant to simulate the neurons in the brain and this is why they are often referred to as neurons or nodes. A PE receives inputs from either the outside world or the previous layer. There are connections between the PEs in each layer that have a weight (parameter) associated with them. This weight is adjusted during training. Information only travels in the forward direction through the network - there are no feedback loops [7].

Fig.2. feedforward neural network layer diagram

2.1.4 Support Vector Machine (SVM)

The SVM will refer to both classification and regression methods and the terms Support Vector Classification (SVC) and Support Vector Regression (SVR) will be used for specification. This part will continue with a complete introduction to the structural risk [9]. The SVM is introduced in the setting of classification, being both historical and more usable. This leads onto mapping the input into a higher dimensional feature space by a require choice of kernel function. The report then considers to the problem of regression. SVM has successful application in Bioinformatics, Text & Image Recognition. A classification task usually involves separating data into training and testing sets. Each instance in the training set contains one “target value” (i.e. the class labels) and several “attributes” (i.e. the features or observed variables). The goal of SVM is to produce a model (based on the training data) which predicts the target values of the test data given only the test data attributes. Given a training set of instance label pairs (Xi, Yi), i = 1, ...., l where Xi $\in$ Rn and
Y ∈ {1, -1}l, the support vector machines (SVM) (Boser et al., 1992; Cortes and Vapnik, 1995) require the solution of the following optimization problem

\[
\begin{align*}
\min_{w, b, \xi} & \quad \frac{1}{2} w^T w + C \sum_{i=1}^{l} \xi_i \\
\text{subject to} & \quad y_i (w^T \phi(x_i) + b) \geq 1 - \xi_i, \\
& \quad \xi_i \geq 0.
\end{align*}
\]

(4)

III. Result Analysis

This section presents experimental results & detailed analysis of proposed system with different parameter. Section A discusses the data set & section B discusses the experimental out come in visualize format and performance analysis was given in section C.

A. Data base / set description

For this project we used multiple images of finger & IRIS for recognize the particular person to enhance security. For finger print recognition we create our own data base by using biometric module / hardware. We take multiple images of fingers with different angles of different people. On those images we can apply different feature extraction and classification technique to achieve maximum accuracy. For IRIS recognition we used IIT Delhi Iris database (Version 1.0).

B. Experimental results

After applying the different feature extraction technique on IRIS and finger print respectively i.e. gabor wavelet, minutiae; the resulting image used as a input to PCA and ANN for classification. The combined images of both traits are used as an input to SVM for getting the final results. The final output generated by PCA, ANN and SVM given below.

<table>
<thead>
<tr>
<th>Experimental result of fingerprint</th>
<th>Experimental result of IRIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input image</td>
<td>Input image</td>
</tr>
<tr>
<td>Segmentation</td>
<td>Noise reduction</td>
</tr>
</tbody>
</table>

Table.1. Result analysis
<table>
<thead>
<tr>
<th>Frequency Estimation</th>
<th>Pupil detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binarization</td>
<td>Center Eye ball detection</td>
</tr>
<tr>
<td>Covariance estimation</td>
<td>Eyelash detection</td>
</tr>
<tr>
<td>Original image</td>
<td>Minutiae feature extracted</td>
</tr>
<tr>
<td>Image matching</td>
<td>Eye ball structure</td>
</tr>
</tbody>
</table>

**Image matching**

**Image matching**
C. Performance Analysis

Table 2. Performance parameter

<table>
<thead>
<tr>
<th>Traits</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Precision</th>
<th>Specificity</th>
<th>F Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRIS</td>
<td>86.32 %</td>
<td>85.77 %</td>
<td>86.18 %</td>
<td>85.77 %</td>
<td>85.95 %</td>
</tr>
<tr>
<td>Finger</td>
<td>92.37 %</td>
<td>91.83 %</td>
<td>92.24 %</td>
<td>91.83 %</td>
<td>92.00 %</td>
</tr>
<tr>
<td>Combined</td>
<td>99.61 %</td>
<td>99.06 %</td>
<td>99.47 %</td>
<td>99.06 %</td>
<td>99.24 %</td>
</tr>
</tbody>
</table>

Fig. 3. Graph of performance parameters
IV. Conclusion

The unimodal biometric system was less accurate in various parameters to fulfill authentication, security & privacy problem. To overcome the drawbacks of unimodal system we are moving towards the bi-modal biometric system. In which we used IRIS & fingerprint images to develop highly secure & accurate system. For that purpose in our project we use feature extraction technique such as minutiae & gabor wavelet analysis those are best feature extraction technique. After extracting the feature we used principal component analysis and artificial neural network for classification purpose. We merged that both classified images & given as an input to support vector machine, which gives more accuracy for identification of the particular person by traits. The accuracy which we got individually for IRIS it is 86.32% & for fingerprint 92.37% and after merging these images we got accuracy 99.61%. In future the research can be done with the multiple modal such as an IRIS, fingerprint, palm and face by using such different model we can achieve higher level of presided parameters.
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