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Abstract: The rapid growth in data and databases increased a need of powerful data mining technique that will 

guide to analyze, forecast and predict behaviour of events. Periodicity mining needs to give more attention as its 

increased need in real life applications. In this paper, we are going to discuss on various periodicity mining 

techniques in Time Databases. Here, we propose a periodicity mining technique that will detect various periodic 

patterns. 
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I. INTRODUCTION 
 The explosive growth in data and databases has generated an urgent need for new techniques and tools 

that can intelligently and automatically transform the processed data into useful information and knowledge. 

The Data Mining techniques provide an intelligent solution by discovering implicit and meaningful knowledge 

which can be used for further development of various applications of real life such as marketing, stock market, 

supermarket etc. The data mining can be described as the process of discovering patterns or trends in data . 

TIME series data captures the evolution of a data value over time. Life includes several examples of time  series 

data. Examples are meteorological data containing several measurements, e.g., temperature and humidity, stock 

prices depicted in financial market, power consumption data reported in energy companies, and event logs 

monitored in computer networks. Periodicity mining is a tool that helps in predicting the behavior of time series 

data.  

Nowadays, we have different types of databases which can be distinguish on the basis of stored data 

like Transactional data, Legacy data, Time Series data, Spatial data, Multimedia Data, Temporal Data, 

Spatiotemporal data, relational data etc. In this paper we present a review on the periodicity mining techniques 

in Time Series Data. Time Series Database is used to store sequence of events which is obtained over repeated 

measurement of time such as hourly measurements, daily measurements and weekly measurements. 

 

1.1.  Background 

1.1.1. Support vector machine 

In machine learning, support vector machines (SVMs, also support vector networks) are supervised 

learning models with associated learning algorithms  that analyze data used for classification  and regression 

analysis . Given a set of training examples, each marked for belonging to one of two categories, an SVM 

training algorithm builds a model that assigns new examples into one category or the other, making it a non-

probabilistic  binary  linear classifier . An SVM model is a representation of the examples as points in space, 

mapped so that the examples of the separate categories are divided by a clear gap that is as wide as possible. 

New examples are then mapped into that same space and predicted to belong to a category based on which side 

of the gap they fall on. 

The original SVM algorithm was invented by Vladimir N. Vapnik and Alexey Ya. Chervonenkis in 

1963. In 1992, Bernhard E. Boser , Isabelle M. Guyon  and Vladimir N. Vapnik suggested a way to create 

nonlinear classifiers by applying the kernel trick to maximum-margin hyperplanes. The current standard 

incarnation (soft margin) was proposed by Corinna Cortes  and Vapnik in 1993 and published in 1995. 

 

1.1.2. Motivation 

Classifying data is a common task in machine learning. Suppose some given data points each belong to 

one of two classes, and the goal is to decide which class a new data point will be in. In the case of support vector 

machines, a data point is viewed as a -dimensional vector (a list of numbers), and we want to know whether 

we can separate such points with a (p-1)-dimensional  hyperplane. This is called a linear classifier. There are 

many hyperplanes that might classify the data. One reasonable choice as the best hyperplane is the one that 

represents the largest separation, or margin, between the two classes. So we choose the hyperplane so that the 

distance from it to the nearest data point on each side is maximized. If such a hyperplane exists, it is known as 
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the maximum-margin hyperplane and the linear classifier it defines is known as a maximum margin classifier; or 

equivalently, the perceptron of optimal stability. 

 

 
Fig. 1 

 

1.1.3. Equations 

We are given a training dataset of points of the form 

 

Where, the are either 1 or −1, each indicating the class to which the point belongs. Each is a -

dimensional real vector. We want to find the "maximum-margin hyperplane" that divides the group of points 

for which from the group of points for which , which is defined so that the distance 

between the hyperplane and the nearest point from either group is maximized. 

Any hyperplane can be written as the set of points satisfying 

 

 
Fig. 2 

 

Maximum-margin hyperplane and margins for an SVM trained with samples from two classes. Samples on the 

margin are called the support vectors. 

Where is the (not necessarily normalized) normal vector to the hyperplane. The parameter determines 

the offset of the hyperplane from the origin along the normal vector . 

 

1.2. Computing the SVM classifier 

Computing the (soft-margin) SVM classifier amounts to minimizing an expression of the form 

 
We focus on the soft-margin classifier since, as noted above, choosing a sufficiently small value for yields the 

hard-margin classifier for linearly classifiable input data. The classical approach, which involves reducing (2) to 

a quadratic programing problem, is detailed below. Then, more recent approaches such as sub-gradient descent 

and coordinate descent will be discussed. 
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1.2.1. Primal 

Minimizing (2) can be rewritten as a constrained optimization problem with a differentiable objective function 

in the following way. 

For each we introduce the variable , and note that 

if and only if is the smallest nonnegative number satisfying 

 
Thus we can rewrite the optimization problem as follows 

 

 
This is called the primal problem. 

1) Dual 

By solving for the Lagrangian dual of the above problem, one obtains the simplified problem 

 

 
This is called the dual problem. Since the dual minimization problem is a quadratic function of the subject to 

linear constraints, it is efficiently solvable by quadratic programming algorithms. Here, the variables are 

defined such that 

. 

Moreover, exactly when lies on the correct side of the margin, and when 

lies on the margin's boundary. It follows that can be written as a linear combination of the support vectors. 

The offset, , can be recovered by finding an on the margin's boundary and solving 

 
 

 

1.2.2. Kernel trick 

Suppose now that we would like to learn a nonlinear classification rule which corresponds to a linear 

classification rule for the transformed data points Moreover, we are given a kernel function which 

satisfies . 

We know the classification vector in the transformed space satisfies 

 
where the are obtained by solving the optimization problem 

 

 
The coefficients can be solved for using quadratic programming, as before. Again, we can find some index 

such that , so that lies on the boundary of the margin in the transformed 

space, and then solve 
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Finally, new points can be classified by computing 

 
 

II. AUTOCORRELATION   TECHNIQUE 
  Autocorrelation refers to the correlation of a time series with its own past and future values. 

autocorrelation is also sometimes called “lagged correlation” or “serial correlation”, which refers to the 

correlation between members of a series of numbers arranged in time. positive autocorrelation might be 

considered a specific form of “persistence”, a tendency for a system to remain in the same state from one 

observation to the next. For example, the likelihood of tomorrow being rainy is greater if today is rainy than if 

today is dry. geophysical time series are frequently autocorrelated because of inertia or carryover processes in 

the physical system. For example, the slowly evolving and moving low pressure systems in the atmosphere 

might impart persistence to daily rainfall. or the slow drainage of groundwater reserves might impart correlation 

to successive annual flows of a river or stored photo syntheses might impart correlation to successive annual 

values of tree-ring indices. autocorrelation complicates the application of statistical tests by reducing the number 

of independent observations. autocorrelation can also complicate the identification of significant covariance or 

correlation between time series (e.g., precipitation with a tree-ring series). autocorrelation can be exploited for 

predictions: an autocorrelated time series is predictable, probabilistically, because future values depend on 

current and past values. three tools for assessing the autocorrelation of a time series are (1) the time series plot, 

(2) the lagged scatterplot, and (3) the autocorrelation function. 

 

2.1. Equations 

The auto-correlation function measures the correlation of a signal x(t) with itself shifted by some time delay τ: 

 The auto-correlation function can be used to detect repeats or 

periodicity in a signal. Here, we use the auto-correlation to assess the effect of fluctuations(noise) on a periodic 

signal.  

 

Calculating  Accuracy: 

Accuracy is often the starting point for analyzing the quality of a predictive model, as well as an obvious 

criterion for prediction. 

Accuracy measures the ratio of correct predictions to the total number of cases evaluate. 

Accuracy is also used as a statistical measure of how well a binary classification test correctly identifies or 

excludes a condition.  
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Fig. 3 

 

III. CONCLUSION 
In this paper, we have discussed different algorithms that can detect periodicity in time series database. 

Some authors proposed separate algorithm for different periodicity. Again we can approach to make it more 

generalized for different inputs. The periodicity detection in time series play an important role in many 

application. We performed several experiments to show the time behavior, accuracy, and noise resilience 

characteristics of the data. We run the algorithm on both real and synthetic data. The reported results 

demonstrated the power of the employed pruning strategies. 
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