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Abstract: Online intrusion detection systems play an important role in protecting IT systems. Tools like Snort, 

firewall also detect intrusions. Such intrusion detection systems provide feedback in the form of alerts. However, 

the number of alerts is more in number and often security personnel are confused with such voluminous 

messages. This makes them difficult to take decision immediately. They take time to analyze the alerts and come 

to a conclusion for directions for taking actions. The security risk estimation and resolving the security problem 

depends on quick understanding of alerts. The bulk of alerts given by low level intrusion detection systems make 

it time consuming to arrive at decisions. To overcome this problem the alerts provided by low level detection 

systems can be programmatically aggregated and summarized alerts can be given to security personnel so as to 

enable them to draw conclusions quickly and take required actions. We propose a new technique for the 

purpose of online alert aggregation based on dynamic, probabilistic model. The solution is based on maximum 

likelihood approach which is a data stream version. The empirical results revealed that the proposed solution is 
effective and useful.  

Index Terms – Online intrusion detection, data streaming, probabilistic model, alert aggregation. 

 

I. Introduction 
Information security is important in IT systems. As emergence of innovative technologies in the arena 

of computing and ITC and the involvement of networks like Internet, security threats are increasing in a rapid 

pace. There are many techniques to prevent such attacks. They include authentication, authorization, 

cryptographic techniques like encryption, decryption; usage of virtual private networks and Intrusion Detection 

Systems (IDSs). Most of the IDS are capable of detecting attacks made by adversaries and defend the security of 

IT systems. The detection system is independent systems or also distributed collaborated systems. It may work 

in different kinds of networks including Wireless Sensor Networks (WSNs). They are of two types again. They 

are network-based intrusion detection systems and host – based intrusion detection systems. They generally use 

techniques pertaining to misuse and anomaly detection while detecting intrusions [1]. The intrusion detection 

systems are indispensable in the view of ensuring security to IT systems. The intruders are people with 

malicious intensions. Their aim is to break security of IT systems for monetary and other gains. The effective 

IDS which run in a network can prevent such threats. IDS can detect various kinds of attacks such as buffer 
overflow, SQL injection, DoS (Denial of Service) and so on. There are tools readily available to detect 

intrusions. The tools include Snort, Firewalls etc. These tools continuously monitor the systems for ensuring 

fool proof security. They work on the network flows of TCP (Transmission Control Protocol) and UDP (User 

Datagram Protocol) and detection actions which are suspicious. They can verify attack instances of various 

kinds known to them. Each IDS can have different capabilities and the collaboration of IDSs in a distributed 

environment is quite possible for improving efficiency. Especially in WSN, it is essential and that way energy 

consumption of the network can be reduced thereby improving the life span of the network. IDS generally detect 

attack types and takes appropriate actions. In the process of detection the IDSs provide many alerts including 

false alerts. The alerts might have different features such as false positives and true positives. They log the 

findings so as to enable security personnel to take steps required to ensure that the IT system remain secure and 

the sensitive conversations between parties are protected from insider and outsider attacks.  

When flood of alerts are created by IDSs in order to prompt security administrators the happening in 
the network, it is not easy to interpret each and every alert and come to a conclusion about the risk, severity of 

risk and the protection measures. Moreover security personnel may take wrong decisions due to false positives 

in the alerts and their inability to correctly interpret the bulk of alerts raised by the system. This is the motivation 

behind this paper. This paper aims at aggregating the flood of security alerts and provides concise feedback to 

security personnel so as to enable them to take actions quickly. The solution to this problem is to have an IDS 

that is perfectly situation-aware [2] and considers filtering of alerts and also aggregating alerts in such a way 
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that the final alert (s) given to security personnel is concise, simple and straightforward in taking steps to 

mitigate risk or avoid it altogether. This can be achieved by clustering related attack instances. Without losing 

important alerts, aggregation of the alerts is to be done carefully. Missing meta-alerts is avoided and having to 
some degree of false or redundant meta-alerts is accepted. This kind of problem in IT systems has been around 

for many years. The solutions that came up so far are focusing on sorting alert messages based on destination, 

source, attack type etc. The IP addresses used in the output might be false because of spoofing attacks. Our 

approach has some distinct properties.  

 It uses probabilistic methods and is a generative modeling approach [3]. It also assumes attack instances as 

random processes that produce security alerts. These are modeled using approximative maximum 

likelihood. It also detects the attack details like its start time and ending time.  

 The proposed system uses a data stream approach [4]. It does mean that the alerts that have been observed 

are processed only for few times. This makes it suitable for online and also under strict constraints it can be 

used.  

 

II. Related Work 
IDS are widely used in IT systems. They are reviewed by many researchers. Most of them are very 

effective and work with highest accuracy. In spite of this, the current IDSs have many problems. Lot of effort 

has been put in the past to overcome these problems. Many researchers analyzed existing IDEs and stated 

various problems of IDS. One such problem they identified is that IDS produces large number of security alerts 

that can make the job of security administrator difficult to take decisions quickly due to the confusing and 

conflicting alerts out of the flood of them. The researchers also provided directions for future work [5]. All IDS 

are having the provision of producing security alerts as and when required. Many approaches came into 

existence to solve those problems. However, [6] came with a comprehensive solution for alert correlation. One 
of the steps followed by [6] in correlation is to reconstruct attack thread. It is also known as attack instance 

recognition. It has not used any clustering algorithms but simple sorting is used. The results of the sorting are 

presented in a temporal window. It has duplicates of alerts as well. This duplicates problem has been prevented 

in [7] which is mostly similar to [6]. Thus it provides more concise way of alert presentation. This kind of 

approach is also used in [8] where clustering is used for the same purpose. Alert clustering approach is used by 

[9] based on the similarity of attack occurrences. It considers certain time and any two instances of attack are 

considered similar when both of them occur in a specific time window besides the exact similarity of their 

destination and source. As they use low level IDS, these detections systems may not work effectively in real 

time applications as they use imperfect classifiers. In [10] also alert correlation approach is used with the help of 

an operator known as weighted attribute wise similarity which determines whether to combine two given alerts 

or not. This approach and similar approaches provided in [11] and [12] are having a drawback which is the 

necessity of providing many parameters to the system. Same disadvantage is found with [13] as well where no 
guidance is provided in order to obtain good values. Attribute – wise similarity measures along with parameters 

given by user is used in [14]. As it also involves in sorting alerts in ascending or descending order based on the 

source and destination, it degenerates similarity measure. Various approaches are proposed in [15] for 

combining alerts. The first approach groups related alerts based on IP addresses. The second approach and third 

approach use some data mining techniques known as supervised learning techniques. It also used decision trees, 

radial basis function networks, multilayer perceptions and least square error approach in order to determine 

whether to combine a new alert with existing ones or not. To achieve this labeled training data is used as part of 

supervised learning that makes it difficult when attack instances are different.  

In the field of intrusion scenario detection as presented in [16], [17] and [18] many similar tetchiness 

are used to making alert correlation. Out them very important procedure for scenario detection is in [19]. Base 

on an algorithm by name CURE, offline clustering solution is proposed in [20]. The solution makes use of 
numeric attributes only. Setting of clusters also manual process here. Though it has drawbacks it has significant 

advantage as it is supporting manual input from an expert. The problem with this approach is that the security 

expert who gives knowledge of domain expertise must be having knowledge about current attack instances. 

Another clustering solution is proposed in [11]. This proposal is closely similar to our approach. Its clustering 

method is known as “link based clustering”. It focuses on the reasons or meta data about the alerts generated by 

IDS. Only root causes are considered here. There is a problem of ignoring alerts that form into smaller clusters. 

The main difference between the [11] and our approach is that the [11] supports only offline intrusion detection. 

It depends on the historical traces present in the log files. However, our approach supports both offline and also 

online intrusion detection mechanism that makes it unique from existing IDSs. The alert clustering approach in 

[12] is also having good feature that reduces the number of false positives. This is also based on [11] in case of 

alert clustering. The approach presented in [22] is different completely. It makes use of reconstruction error of 
AA-NN (Auto Associator Neural Network) to differentiate alerts. Its approach is that it considers all alerts are 
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same if they have same reconstruction error and put them into the same cluster. And this works in online and 

offline scenarios. The training requirements for AA-NN are training phase and also an offline training phase.  

 

III. Online Alert Aggregation Technique 
Based on the probabilistic model of the current situation, a novel online alert aggregation technique is 

presented here. Many algorithms are proposed in order to achieve the goal of the system. The aim of the system 

is to effectively aggregate online alerts generated by IDSs. The architecture of the proposed system is as shown 

in fig. 1. 

 
Fig. 1: Architecture of proposed system 

As can be seen in fig. 1, there are many layers namely sensor layer, detection layer, alert processing layer and 

reaction layer. The sensor layer is responsible to generate TCP or UDP traffic that is given to the next layer for 

detection. The detection layer is responsible to detect intrusion based on misuse and anomaly detection. The 
generated flood of alerts is given to the next layer known as alert processing layer. The alert processing layer 

makes use of the proposed probabilistic technique in order to aggregate alerts. The aggregated alerts are given to 

reaction layer which provides meaningful reports to security personnel besides taking prevention measures.  

 

III.i. Offline Alert Aggregation 
Envisage that various attacks are made on the TCP or UDP traffic and the flood of generated alerts 

labeled with false positives, false negatives etc. This logged information can be analyzed and the alert 
aggregation can be done offline. However, the following are the problematic situations with respect to alert 

aggregation. 

 Non recognition of false alerts and wrong assignment of them to clusters.  

 Genuine alerts are assigned to clusters wrongly. 

 The splitting of clusters is done wrongly. 

 Many clusters are clubbed into one in a wrong way. 

The offline alert aggregation algorithm known as expectation maximization is presented in fig. 2. 
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Fig. 2: Expectation Maximization Algorithm for Offline Aggregation 

 

As can be seen in fig. 2, the algorithm performs steps like initialization of model parameters, hard assignment of 

alerts to components, stopping criterion, and fixed mixing coefficients. Getting good initial values is the aim of 

initialization of model parameters. The second step adds alerts to components gradually. The third step ensures 

that there is a condition that helps in stopping the process. Wide range of possible cluster sizes is a problem in 

expectation maximization. Coefficients help EM algorithms to optimize the process of offline alert aggregation.  
 

III.ii. Data Stream Alert Aggregation 
Offline alert aggregation can be extended to make it online alert aggregation. This process is described here. To 

achieve these IDS should have the following. 

 Component Adaption: alerts associated with attack instances are to be identified and assigned to respective 

clusters besides using component parameters. 

 Component Creation: new attack instances are to be created and component parameters are to be set 
accordingly. 

 Component Detection: the completion of identification of attack instances is to be detected and such 

components are to be deleted from the model. 

The online alert aggregation algorithm is presented in fig. 3.  
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Fig. 3: Online Alert Aggregation Algorithm 

In case of detected novelty, component creation is done using the algorithm shown in fig. 4.This algorithm takes 

partition, cluster number, and buffer as input and generates updated patterns as output. 

 
Fig. 4: Algorithm for component creation in case of detected novelty 

 
IV. IMPLEMENTATION and RESULTS 

We have implemented a custom simulator for online intrusion alert aggregation using Java programming 

language. The software used to implement this is Eclipse, JDK 1.6, and JME. The system was run in Windows 

XP OS. The implementation has GUI developed using SWING API of Java programming language. For attack 

simulation, IDS and alert aggregation simulation user interfaces were built. The UI screen for attack simulation 

is as shown in fig. 5. 

 
Fig. 5: Various Security Attacks 
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As can be seen in fig. 5, provision is given for simulating various kinds of attacks grouped into malware, 

authentication bypass, flooding and information gathering. The malware attacks include viruses, worms, and 

Trojan horses. Authentication bypass attacks include resource exhaustion and password attacks. The information 
gathering attacks include port scanning and sniffing. The alerts aggregation is shown in another GUI form as 

shown in fig. 6.  

 

 
Fig. 6: Alert Aggregation Simulation 

As can be seen in fig. 6, for each and every layer presented in architecture diagram (fig. 1), there is a place for 

aggregated alert messages. The layers include sensor layer, detection layer, alert processing layer, reaction layer 

and at the bottom a text area is found for showing reports. When attack is made the attack related message is 

shown as given in fig. 7. 

 

 
Fig. 7: Shown response of the system when an attack is made 

 

V. Conclusion 
The proposed approach for intrusion detection and alert aggregation has been implemented using a 

custom simulator that shows the process of intrusion detection and also aggregation of alerts to obtain 

meaningful and summarized alerts that help in taking decisions quickly. The proposed prototype application 

supports simulation of various kinds of attacks like port scanning, sniffing, and buffer overflow, denial of 

service, resource exhaustion, password attacks, viruses, worms, and Trojan horses. The experimental results 

revealed that the simulation study of the online intrusion detection alert aggregation is effect and useful when 

implemented in real time applications. It can be further improved by considering some more security attacks.  
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