Optimizing Makespan In JSSP Using Unordered Subsequence Exchange Crossover In GA
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Abstract: The objective of this paper is to minimize the makespan time in job shop scheduling problem. The JSSP is one of the optimization problem in computer science and production environment. It is used to minimize the makespan time and find out the optimal schedule special crossover technique is used i.e. Unordered Subsequence Exchange Crossover (USXX) in Genetic Algorithm (GA). Using the special cross over technique USXX the most of the benchmark results are compared and obtain the results near to optimal value of the benchmark problems.
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I. INTRODUCTION

We introduce the job shop problem is a well known problem in the fields of operational research, industrial engineering and computer science. This problem is one of the important optimization problems because it is used in the most planning and managing of manufacturing processes. One of the most common scheduling problems is job shop scheduling problem (JSSP), where a set of independent jobs must be processed on a set of available machines. Each job is a sequence of operations. Each operation requires a predefined machine. There are two different jsp environments they are static environment in which planning horizon is predeterminly assigned before the schedule has to be taken. In contrast of static scheduling is called dynamic scheduling in which machines and jobs are assigned while implementing the schedule. For example in case of machine breakdown that time the schedule is stopped to resolve this dynamic environment is supported by changing the machines were the given schedule is processing. This paper concentrated based on the static environment that is the process routing is fixed to the given schedule. The routing is determined based on the permutation. Machine scheduling in the job shop case involves finding the sequence Shop based machine scheduling involves finding a sequence in which set of work orders (or) jobs is processed on each multiple machines. In this context, the order of production steps, also referred to as the Process routing of each job has to be considered. In job shop case, process routings are not required to be identical like in flow lines, hence they way be predefined individually for each job. In scientific literature, a production step is commonly referred to as an operation and the process routings are specified by so called Precedence constraints. The need for (properly) sequencing work orders on machines arises from the problem of resource contention that is when the workload induced by all currently available operations exceeds a machine’s capacity at given time. The simplest form of introducing Capacity constraints is to allow only exclusive processing on machines, meaning that a machine can process at most one operation at a time.

1.1 Over View of the Job Shop Scheduling Problem

Formally, a Job shop scheduling problem (JSSP) can be specified, by a finite set J of n jobs $J=\{J_1, \ldots, J_n\}$ which have to be scheduled on a finite set M of m Machines, $M=\{M_1, \ldots, M_m\}$. Each job $J_i$ is fragmented into a series of m operations $O_{ik}$, where subscript k indicates the machine $M_k$ on which the operations has to be processed. The technological order of machines (process routing) for a job, is predefined; each operation $O_{ik}$ is assigned a non-negative integer processing time $p_{ik}$. In general setting, an individual release time $r_i$ may be associated with each job, yielding a so called dynamic job shop scheduling problem. However, to keep things simple, we stick to the static case, where all jobs are available from the beginning of planning horizon. Basically the scheduling goal is to determine a sequence of operations on each machine $M_k$ such that precedence and capacity constraints of the problem are both satisfied. Although permutations of operations represent a solution to the problem, they are not practical with regard to post processing. Besides the position within the sequence, we are mainly interested in when a specific operation actually starts on a given machine. For this reason, a solution candidate is preferably described by a set S of operation starting times $S_{ik}$ $S=\{S_{ik}|1 \leq i \leq n, 1 \leq k \leq m\}$.
1.2 Types of Schedules
A feasible schedule is called semi active if no operation can start earlier without changing the processing sequence on the respective machine. A feasible schedule is called active if no operation can be started earlier by changing the processing order on any of the machines without delaying some other operation. A feasible schedule is called non-delay if no machine is ever kept idle if there is at least one operation which is ready for processing.

1.3 Example Problem
This problem contains 3 machines (m), 3 jobs (n), Process routing, processing time also given. If the operation sequence is given it will work based On the Precedence constraints and capacity constraints and satisfies the constraints of the problem also. Let us see how it works.

**Permutation Representation**

| J_1  | M_3, M_1, M_2 |
| J_2  | M_2, M_3, M_1 |
| J_3  | M_1, M_2, M_3 |

**Operation Sequence**

M_1 = (J_3, J_2, J_1)
M_2 = (J_1, J_2, J_3)
M_3 = (J_1, J_3, J_2)

<table>
<thead>
<tr>
<th>JOBS</th>
<th>MACHINES</th>
</tr>
</thead>
<tbody>
<tr>
<td>J_1</td>
<td>M_1</td>
</tr>
<tr>
<td>J_2</td>
<td>M_2</td>
</tr>
<tr>
<td>J_3</td>
<td>M_3</td>
</tr>
</tbody>
</table>

The above inputs the schedule information is showed in the Fig. 1. And makespan time is calculated using the Gantt chart.

![Gantt Chart](image)

**Table I. Operation Processing Times**

<table>
<thead>
<tr>
<th>JOBS</th>
<th>MACHINES</th>
</tr>
</thead>
<tbody>
<tr>
<td>J_1</td>
<td>M_1</td>
</tr>
<tr>
<td>J_2</td>
<td>M_2</td>
</tr>
<tr>
<td>J_3</td>
<td>M_3</td>
</tr>
</tbody>
</table>

For the above operation sequence or schedule and machine allocation or permutation, with operation time the makespan time is 250 calculated through Gantt chart. The scheduled information in Fig 1. Clearly showed satisfies the precedence and capacity constraints.

**II. Related Works**

Many Heuristics approaches are developed in the past decades by researches for solving job shop scheduling problems. Some of these methods are dispatch rules, tabu search, simulated annealing, particle swarm optimization, Genetic algorithm and artificial immune system. Christian Bierwirth proposed in order to sequence the tasks of a job shop problem on a number of machines related to technological order of jobs, a new representation technique mathematically known as Permutation with repetition is presented [4]. Khaled Mesghouni explains about how to use evolutionary algorithms to deal with a flexible job shop scheduling problem, especially minimizing the makespan [25]. Ramezanali Mahdavinejad provide solution to single processor job shop scheduling problems are solved by heuristic algorithm based on the hybrid of priority dispatching rules according to an ACO [24]. Kamruul Hasan et al. the JSSP is solved using GA than priority rules are used to improve the performance of GA [23]. Moghaddas et al. (2008) presented an innovative mixed-integer linear programming using TSP and three different lower bounds are used [22]. Masaya yoshika et al.proposed a new genetic coding for the job shop scheduling problem [9]. Yan Chun Liang et al. present a GA with penalty function for the JSSP and two operations are used 1. Clonal selection based hyper mutation, 2. Lifespan extended strategy [19]. Allan Glaser and Meenal Sinha et al. Scheduling is important because much of our daily work requires us to juggle multiple activities in order to maximize productivity [2]. Yan Chen et al. analyze the dynamic JSSP when a machine breakdown and new job arrivals occur. And a university mathematical model for agile JSSP is constructed [10]. Surekha et al. solving JSSP GA and ACO is used with...
Fuzzy parameters. In 2011 solving JSSP GA and PSO with Fuzzy processing time is used [14],[15]. Kanate ploydanai et al. developed a new algorithm based on non-delay scheduling heuristic by adding machine availability constraints to solve JSSP with minimize the makespan objective [6]. Mohammad Akhshabi et al. present a clonal selection algorithm to solve the flexible JSSP [11]. Thamilselvan et al. develop a different type of crossover approach to solve JSSP [18]. Mahmood Al Bashir et al. provide a rule base scheduler by deriving from an artificial neural network performing JSS [12]. Ahmed Tariq Sadiq et al. proposed an improved scatter search algorithm for solving JSSP and using three methods of algorithm to find out the makespan, finding minimum and solution combination method [1]. Mohammad et al. using the artificial immune algorithm with clonal selection principle [21]. Babukarthik et al. proposed to minimize the makespan using the ACO and Cuckoo search for JSSP [3]. Nikumbh et al and Nedi karimi Na sab et al. solve a JSSP using simulated annealing (SA) [13].

III. PROPOSED ALGORITHM

The objective of proposed scheme is to solve a job shop scheduling problem to minimize the makespan time. In order to solve a JSSP artificial intelligence technique genetic algorithm (GA) is used. The genetic algorithm is a probabilistic Meta heuristic technique, which is used to solve optimization problems. They are based on the genetic process of chromosome. Over many generations, natural population evolves according to the principles of natural selection that is survival of the fittest. It starts with the initial solution called population and it is filled with chromosome. Each element in chromosome is called gene. Job is represented by each gene in chromosome and the job sequence in a schedule based on the position of the gene. In our proposed algorithm unordered subsequence exchange crossover (USXX) and shift change Mutation is used.

3.1 Constraints of the proposed Algorithm to solve JSSP
1. Each job visits each machine exactly once.
2. The operations of a job have to be processed strictly sequential in the given order.
3. No overlapping or parallel processing is allowed.
4. Machine setup times and transportation times are neglected.
5. Each operation is assigned exactly one single machine for processing.
6. Machines are assumed to be continuously available.

3.2 Objective function
The main objective of the JSSP is to find a schedule of operations the can minimize the maximum completion time called makespan, that is the completed time of carrying total operations out in the schedule for n jobs and m machines. The objective or fitness function takes the input as the number of jobs, number of operations, chromosome, operation time sequence and machine sequence of the corresponding operation. “Eq. (1)” The fitness function produces the output as a makespan value for the corresponding operation sequence.

\[ C_{\text{max}} = \max_{1 \leq i \leq n} \min C_i \text{ (1)} \]

3.3 Chromosome representation and decoding
Chromosomes are initialized by n*m real numbers. For instance 4 jobs and 3 machines mean the chromosome as follows. (4*3=12 chromosome required for this 4*3 JSSP).

Chromosome representation

| 10.2 | 2.5 | 7.5 | 6.7 | 1.3 | 5.3 | 2.7 | 7.4 | 7.3 | 4.1 | 4.5 | 10.5 |

Ranking

| 11 | 2 | 10 | 7 | 1 | 6 | 3 | 9 | 8 | 4 | 5 | 12 |

Decoding by using the formula,

\[ (R_i \mod n) + 1 \text{ (2)} \]

Where,
\[ R_i \] is integer number by ranking.
\[ n \] is number of jobs.

Using “Eq. (2)” from the ranking obtain the results shows,

| 4 | 3 | 3 | 4 | 2 | 3 | 4 | 2 | 1 | 1 | 2 | 1 |
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Operation sequence is find out based on the above values that is 4 job 1 operation (O₁₁), 3 job 1 operation (O₂₁) ,3 job 2 operation(O₃₂) likewise it is goes up to 12th operation.
From the chromosome we obtained the operation sequence.

<table>
<thead>
<tr>
<th>O₁₁</th>
<th>O₁₂</th>
<th>O₂₁</th>
<th>O₂₂</th>
<th>O₃₂</th>
<th>O₃₃</th>
<th>O₄₂</th>
<th>O₅₁</th>
<th>O₅₂</th>
<th>O₅₃</th>
<th>O₆₂</th>
<th>O₆₃</th>
<th>O₇₂</th>
<th>O₇₃</th>
<th>O₈₂</th>
<th>O₈₃</th>
<th>O₉₂</th>
</tr>
</thead>
</table>

3.4 Algorithm steps

Step1 : initialize the number of chromosomes by generating n*m real numbers for each chromosome.
Step2 : Assign the operation time sequence and Machine sequence for selected chromosomes.
Step3 : find the makespan value for each and every chromosome using the objective function and also find the minimum makespan value among different values.
Step4 : select N/2 chromosomes using the Roulette- Wheel selection from different chromosomes.
Step5 : Applying the Unordered subsequence exchange crossover and shift change Mutation to generate the new chromosomes.
Step6 : find the makespan values for newly generated chromosomes using the objective function.
Step7 : choose the best chromosomes which have the minimum makespan values from newly generated and also from old chromosomes.
Step8 : find the minimum makespan value among different chromosomes.
Step9 : terminates if the maximum number of iteration is reached or optimal value is obtained.

3.5 Unordered subsequence exchange crossover (USXX)

Unordered subsequence exchange crossover creates a new children’s even the subsequence of parent 1 is not in the same order in parent2.the algorithm for USXX is as follows.

Step1 : select the two parents from the different chromosomes initialized with the sequence of all operation. Say p1 and p2.

P1

4 3 3 4 2 3 4 2 1 1 2 1
P2

1 4 3 2 3 4 2 1 3 4 1 2

Step2: Generate two children from P1 and P2 name it as C1 and C2.
Step3: select the gene from P1 and same gene selected in P2 but it should unordered position in P2

P1

4 3 3 4 2 3 4 2 1 1 2 1
P2

1 4 3 2 3 4 2 1 3 4 1 2

Step4: crossover started from P1 that is P2 unselected genes are move to the p1 in unselected position. So C1 is generated. Likewise to generate C2 crossover from P2 to P1.

C1

4 3 3 1 4 2 3 2 1 4 1 2

3.6 Shift change Mutation

Shift change mutation is implemented by shift the same job index in every place into the same direction so that new sequence is generated.

4 3 3 1 4 2 3 2 1 4 1 2

After applying the Mutation, the new sequence is obtained, then evaluate the fitness function for this sequence.

4 3 3 1 2 4 2 3 1 4 2 1

IV. Experimentatl Results

The proposed algorithm is implemented using java programming language on windows platform with Intel Pentium dual core. Table II summarizes the results such as problem name, problem size, optimal solution and makespan.
TABLE II. MAKESPAN VALUES FOR DIFFERENT BENCHMARKS

<table>
<thead>
<tr>
<th>Si no</th>
<th>Problem name</th>
<th>Problem size</th>
<th>Optimal solution</th>
<th>Proposed algorithm makespan</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FT06</td>
<td>6 X 6</td>
<td>55</td>
<td>55</td>
</tr>
<tr>
<td>2</td>
<td>LA02</td>
<td>10 X 5</td>
<td>666</td>
<td>666</td>
</tr>
<tr>
<td>3</td>
<td>LA01</td>
<td>10 X 5</td>
<td>655</td>
<td>739</td>
</tr>
<tr>
<td>4</td>
<td>LA10</td>
<td>15 X 5</td>
<td>958</td>
<td>958</td>
</tr>
<tr>
<td>5</td>
<td>LA11</td>
<td>20 X 5</td>
<td>1222</td>
<td>1222</td>
</tr>
<tr>
<td>6</td>
<td>LA13</td>
<td>20 X 5</td>
<td>1150</td>
<td>1160</td>
</tr>
<tr>
<td>7</td>
<td>LA14</td>
<td>20 X 5</td>
<td>1292</td>
<td>1292</td>
</tr>
<tr>
<td>8</td>
<td>LA15</td>
<td>20 X 5</td>
<td>1207</td>
<td>1207</td>
</tr>
<tr>
<td>9</td>
<td>LA16</td>
<td>10 X 10</td>
<td>945</td>
<td>1080</td>
</tr>
<tr>
<td>10</td>
<td>LA17</td>
<td>10 X 10</td>
<td>784</td>
<td>785</td>
</tr>
<tr>
<td>11</td>
<td>LA18</td>
<td>10 X 10</td>
<td>848</td>
<td>855</td>
</tr>
<tr>
<td>12</td>
<td>LA19</td>
<td>10 X 10</td>
<td>842</td>
<td>842</td>
</tr>
<tr>
<td>13</td>
<td>LA20</td>
<td>10 X 10</td>
<td>907</td>
<td>907</td>
</tr>
</tbody>
</table>

The results of the proposed algorithm are compared with the results of different benchmark problems. The optimal results of the benchmark problems are achieved in the proposed algorithm and some of the proposed results are found near to optimal. And used by the unordered subsequence exchange crossover the some of the benchmark problems results are reached within the minimum number of iterations.

V. CONCLUSION AND FUTURE WORK

In this paper to solve the job shop scheduling problem objective is minimizing the makespan time using the unordered subsequence exchange crossover in genetic algorithm (GA). Each chromosome represents the feasible solution. Our approach is to generate an optimal schedule to minimize the makespan time. The proposed algorithm produced the chromosomes and operation sequence simple and easy compared to other algorithms, also proposed algorithm produces near optimal result for the benchmarks problems.

The proposed algorithm is based on the static environment to solve a job shop scheduling problem. Proposed algorithm results are compared with different benchmark problems, the results are obtained near to optimal only. Yet proposed algorithm does not guarantee to obtain an optimal result. In future the proposed algorithm can be combined with other soft computing techniques. This hybrid approach can provide a optimal result and can solve a job shop scheduling problem in dynamic environment with multi-criteria objective.
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