A Content Based Image Retrieval System using homogeneity Feature extraction from Recency-based Retrieved Image Library
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Abstract: Recently, Content Based Image Retrieval (CBIR) plays a significant role in the image processing field. The construction of large datasets has been facilitated by the developments in data storage and image acquisition technologies. In order to manage these datasets in an efficient manner development of suitable information systems are necessary. Based on image content, CBIR extracts images that are relevant to the given query image from large image databases. Images relevant to a given query image are retrieved by the CBIR system utilizing either low level features such as shape, color, texture and homogeneity or high level features such as human perception. Most of the CBIR systems available in the literature extract only concise feature sets that limit the retrieval efficiency. In this paper, additional feature extraction such as homogeneity based feature extraction is used along with color, shape and texture feature extraction to extract the query image from the database images as well as from the RRI library and also to store the retrieved images in the RRI library. The proposed CBIR technique is evaluated by querying different images and the retrieval efficiency is evaluated by determining precision-recall values for the retrieval results.
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I. INTRODUCTION

Visual information has been used in a wide-range of fields as a result of the rapid development of digital imaging and networking technologies. The necessity to efficiently retrieve such information from databases has increased the interest in image content based image retrieval techniques. Most of the approaches which have been proposed in the past for image retrieval use Content-Based Image Retrieval (CBIR) methods which retrieve images by means of keywords or image contents [1]. In image processing, CBIR is considered as an important domain because of its diverse applications in internet, multimedia, medical image archives, satellite imaging [16], commerce, government [9], and academia and crime prevention [6]. Color, Shape and texture are important cue in extracting information from images; these histograms are widely used in content based image retrieval [12]. Color and texture contain important information but, for instance, two images with similar color histograms can represent very different things. Therefore the use of shape-describing features is essential in an efficient content-based image retrieval system. Although shape description has been intensively researched, there exists no direct answer as to which kind of shape features should be incorporated into such a system [13]. Most traditional and common methods of image retrieval utilize some method of adding metadata such as captioning, keywords or descriptions to the images so that retrieval can be performed over the annotation words.

Images are indexed by CBIR using the image features like color, shape and texture with minimal human involvement. CBIR compares the features of the images present in the database with that of the query image for retrieving relevant images [4] from the image data base for a specified query image [5]. CBIR has been developed into a popular field of research. Determining the finest solution for efficient retrieval of multimedia data and utilization of storage space has been attempted by several research domains [2]. Each image is represented in CBIR using image features such as color, texture and shape [8]. Images are retrieved using the relevance that is computed based on the similarity of the features between them and the query image [3] [11].

In content based image retrieval systems, color is one of the vital and widely used visual features. Color histogram is extensively used as a representation technique. It captures the number of pixels having specific properties and it is statistically described as the combined probabilistic properties of diverse color channels (such as red, green and blue) [7]. Texture is an inherent property of all surfaces and signifies the visual patterns of homogeneity. Important information related to the structural arrangement of the surface, such as clouds, leaves, bricks, fabrics, etc are present in it. The relationship between the surface and its neighboring environment are also represented by it. In short, the distinctive physical composition of a surface is described by this feature [17]. Texture determination is perfectly appropriate for medical image retrievals [10]. CBIR utilizes some texture features including entropy, energy, contrast and homogeneity [9].
Shape is one of the primary low level image features in content-based image retrieval. There are generally two types of shape representations: region based and contour based [14]. Region based systems typically use moment descriptors that include Geometrical moments, Zernike moments and Legendre moments. The Zernike basis functions satisfy the orthogonal property, implying that the contribution of each moment coefficient to the underlying image is unique and independent, (i.e.). No redundant information overlapped between the moments [15]. The characteristic surface configuration of an object; an outline or contour can be indicated by the term, shape. By its outline, it enables an object to be distinguished from its surroundings. Boundary based and region based are two general categories of shape representation [17]. The CBIR systems which, employ visual features assumes the existence of a mapping between the low level visual features and the high level image semantics [19, 20] i.e., they assume that if visual content of the images are identical then their semantic content will also be identical. The term “semantic gap” was later introduced by researchers [18, 19, and 20] because they did not agree with this assumption. The term semantic gap signifies the disparity between the low-level visual features and the high-level image semantics. In [18], Semantic gap is considered as the loss of information that occurs when an image is represented by its features [19].

CBIR system extracts the images that are appropriate to the specified query image based on the image content. The feature sets that limit the retrieval efficiency is been extracted by a majority of the CBIR systems existing in the literature. The proposed CBIR system using homogeneity feature extraction effectively retrieves the images relevant to the query image from the database as well as from the RRI library when compared to the other CBIR system.

II. PROPOSED METHODOLOGY

Content based image retrieval plays a significant role in many of the fields such as medical imaging, education, surveillance applications and more. In order to retrieve image based on the given query image, either low level or high level features of the database may be used. In order to extract and retrieve the image an effective mechanism is needed. In our proposed system, we use a recently retrieved image library for the retrieval of the system which increases the precision of the retrieval in the proposed system. The feature extraction and retrieval phase are the two steps we considered in our proposed work. The figure 1 shows the entire process of our proposed system.

2.1 Feature Extraction

In this feature extraction process, the low level features shape, color, texture and homogeneity are retrieved for the query image from the database and also from recently retrieved image library. The feature extractions are classified in to low level feature extraction and high level feature extraction. Let \( X \) be an image of size \( P \times Q \) has related images which are to be retrieved and firstly its low level and then high level features are extracted. The shape, color, texture and homogeneity feature extraction are detailed in the following sections.

2.1.1 Low Level Feature Extraction

The shape, color, texture and homogeneity features are the low level features used in this CBIR for retrieval. In the feature extraction process, the low level features shape, color, the texture and homogeneity features are extracted for the query image from the database images and also from recently retrieved image library. After the completion of the feature extraction, the query image features compared with the database image features and recently retrieved image library. Hence the images which have similar low level features are retrieved. The subsequent sections detail the aforesaid process.
2.1.1.1 Shape feature extraction

Shape is an important visual feature and also it is one of the primitive features for image content explanation. Let $X$ be the image database, which contains images of dimension $P \times Q$. For the filterization process, the image $X$ is converted to gray scale $X_g$ from RGB color space. Let, $X_R, X_G, X_B$ be the $R, G, B$ weights of the image $X$ then,

$$X_g = 0.2989 \cdot X_R + 0.5870 \cdot X_G + 0.1140 \cdot X_B$$

(1)

The equation (1) which is known as the Craig’s formula is applied for the conversion of RGB to gray scale image and then the mean filter is applied on the converted gray scale image $X_g$ for the removal of noises. The mean filter smoothens the image data, thus the noise has been eliminated. Using the grey level values, this filter performs spatial filtering on each individual pixel in an image in a square or rectangular window surrounding each pixel. And then the filtered image is clustered to identify the various regions in the image.

This can be discovered by identifying groups of pixels that have similar gray levels, colors or local textures utilizing clustering in the image analysis. Clustering is a method of grouping data objects into different groups, such that similar data objects belongs to the same group and dissimilar data objects belongs to different clusters. For clustering process, numerous techniques exist and among them a vital role is played by the k means clustering method. For many practical applications, the k-means method has been shown to be effective in producing good clustering results. In this work, we use k means clustering to identify the various regions in the image. The denoised image $X_g$ is then clustered by means of k means clustering. The input of k means clustering involves Denoised image $X_g$ with $P \times Q$ pixels. The steps involved in the k means clustering process is as follows

At first step arbitrarily select the $K$ data items from the input as initial centroids and repeat the steps. Assign the remaining data items apart from the selected initial centroids to the cluster $K$, which has the closest centroids. Calculate the new centroids for each cluster until convergence occurs. After applying the k means clustering algorithm, the clustered regions of the denoised image $X_g$ is identified. Then, utilizing canny edge detection algorithm the diverse edges present in the clustered regions of the image $X_g$ are identified. The steps performed by the canny edge detection algorithm are shown below
1. **Smoothing**: The $k$ clustered regions of the image $X_g$ are blurred in order to remove the noises.

2. **Finding gradients**: Then the edges of the clustered regions are marked wherever the gradients of the image possesses large magnitudes.

3. **Non-maximum suppression**: Only the local maxima of the clustered regions in the denoised image $X_g$ should be marked as edges.

4. **Double thresholding**: Potential edges of the clustered regions of the image $X_g$ are determined by a thresholding process.

5. Finally, the edges of the diverse clustered regions have been determined by suppressing all the edges which are not connected to a very certain edge. Hence the edges of the clustered $k$ regions are tracked and then the edges are smoothed for sharpening, in order to remove the number of the connected components that occur unnecessarily in the clustered regions. Therefore the diverse shapes which exist in the image $X_g$ are extracted and the shape feature is retrieved from the image $X_g$. Subsequently, the shape feature of the diverse images existing in the database are also extracted and stored as a shape feature vector set $S_f$.

### 2.1.1.2. Color feature extraction

The problem of decomposing images into regions that is semantically uniform. Since images themselves provide only semantically poor information, image segmentation is essentially an application-oriented problem that demands either strong intervention of human experts or application specific solutions [105]. The contour let transform is utilized to compute two essential features energy and standard deviation from the database images. At first the input image is re-sampled and then the image is converted into a gray-scale image. After that contour let transform is applied on the converted gray scale image [25]. Most of the images were rich in color and in our proposed technique different objects are segmented on the basis of colors. At first the number of different colors present in the image is reduced to 128 by using our proposed segmentation techniques. The LGB vector quantization algorithm is used in our technique in order to obtain the set of different colors which will represent image colors with respect to mean square error. The local contrast color value $\beta_{x,y}$ as follows.

$$\beta_{x,y} = \frac{\kappa_{xy} - \overline{\kappa_{xy}}}{\kappa_{xy}}$$

Where, $\overline{\kappa_{xy}}$ is the average of a color in the small neighborhood around $\kappa_{xy}$. The pixel $X_{x,y}$ is considered as an edge if its contrast exceeds a predefined value threshold $\lambda$. Next by distinguishing between the different uniform regions, texture areas, and contour points, we use a sliding window to estimate the several characteristics of the image such as mean $\eta$ and variance $\sigma$ of edge density of each pixel. The smoothing algorithm usually is the average of the uniform and textured regions. The smoothed and color restored images is then subjected to mean shift color segmentation algorithm for segmentation.

### 2.1.1.3. Texture and Color intensity level Extraction

The numerous common textures consist of small textons that are usually in very large number is understood as isolated objects. Here the texture features are extracted using the gray level difference method (GLDM) and the elements are placed more or less regularly or randomly. In this gray level difference method, diverse images are created in the four directions and then a feature vector is generated by linear zing the gray level histograms of these four new images. The texture features extraction is performed on the basis of the following Creation of different images. In the four directions i.e., north-east, north-west, south-east and south-west, the difference images are created. Then the probability distribution function is created from the gray level histograms of these four new images. The probability distribution function is created from the cumulative sum of the gray level histograms of these four new images. Likewise Color histogram features of the segmented objects are retrieved using the non linear diffusion algorithms. This color histogram is determined for all the images and it is stored as a color feature set $C_f$.
2.1.1.4. Homogeneity feature extraction

Let \( X \) be an image of size \( P \times Q \) has related images which are to be retrieved and firstly its low level and then high level features are extracted. The feature extraction using low level and high level feature extraction process is done by using the homogeneity feature extraction. The homogeneity feature extraction is used and it returns a value that measures the closeness of the distribution of elements in the GLCM to the GLCM diagonal. At first we have to create a gray level co-occurrence matrix and then the feature extraction process was carried out using our proposed extraction method. Here, the steps we used to extract the feature from an image by using homogeneity feature extraction as follows:

**Step 1:** Create a gray-level co-occurrence matrix

**Step 2:** The gray-level co-occurrence matrix (GLCM) was created by calculating that how often a pixel with the gray level values \( P \) occurs in a specific spatial relationship to a pixel with the value \( Q \). The spatial relationship is derived from the pixel of interest and from the pixel to its immediate right but it specifies other spatial relationships between the two pixels.

**Step 3:** After creating the GLCMs, we can extract features from them using the gray-level co-occurrence matrix function and homogeneity feature extraction is used.

**Step 4:** In homogeneity feature extraction the homogeneity returns a value that measures the closeness of the distribution of elements in the GLCM to the GLCM diagonal. Therefore it measure the closeness of the distribution of the element.

**Step 5:** The homogeneity feature extraction process is done by using the formula as follows,

\[
H_f = \sum_{PQ} \frac{f(P,Q)}{1 + |P - Q|}
\]  

The feature extraction process is done by using homogeneity feature extraction process and by computing the process the extracted features are stored as \( H_f \). Therefore the extracted low level and high level features are stored in the featured data base for retrieving images.

![Figure 2: Homogeneity Based Feature Extraction](image)

2.2 High Level Feature Extraction

This CBIR is based on the query keyword which is a high level feature in human understandable form. Relevant images are retrieved by this CBIR utilizing the keyword retrieved. Each image is indexed with its semantic meaning so that they could be identified by the CBIR.

2.3 Retrieval Phase

The query image is match up to the images in the database for image retrieval. After the extraction of images using shape, color, texture and homogeneity feature extraction, the extracted images are stored in the feature database. A semantic name is given to all the images, which is stored in the database, are also one of the high-level features of the image. The relevant images which satisfies the low level feature of the query images is retrieved first and stored in low feature image library and then images which satisfies the high level feature are extracted and stored in high feature image library. Based on the similarity of images which exists in low-level library, high-level library, and also in Recency-based retrieved image library (RRI library) related to the query image are retrieved. The recovered relevant images are stored with syntactic name index in RRI library for retrieving.
future reference. Therefore, the proposed CBIR technique using homogeneity feature extraction is evaluated by querying different images and the retrieval efficiency is effective.

III. Experimental Results

The proposed CBIR system was implemented in the working platform of MATLAB (version 7.10). The proposed system was assessed with different query images and the relevant images are obtained from the image database as well as RRI library. At first the initially images are segmented based on color subsequently shape features, texture, color histogram and homogeneity features were extracted from every image in the system database also every image has its semantic name as index name. The features extracted for query image and relevant images were subsequently found in the database as well as RRI library using the extracted features during the retrieval process. Therefore, the low level features as well as high level features are extracted and then the images relevant to the low level features and the images relevant to the high level features are retrieved separately. Then images, which are satisfying both the high level and low-level features, are selected from both the outputs retrieved using high and low level features and from the RRI Library. Finally, the obtained results are stored into the Recently Retrieved Library. The efficiency of the proposed system increases for each successive retrieval. The efficiency of the proposed system increases for each successive retrieval. The fig 3(b) and (c) are the color wise segmented image and extracted shape features of the query image in fig3(a). ; fig3 (d) and (e) are the relevant images which are obtained using high level and low level features respectively. Fig3 (f) is the output of the proposed CBIR system. Thus, the process and consequent results of the proposed system using the same type of query image in the second retrieval and third retrieval are shown in fig4 and fig5 respectively.
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Figure-3: Process of First Retrieval (a) Query image (b) Color segmented image (c) Extracted shape feature (d) high level feature based retrieved output (e), Low level feature based retrieved output. (f) Output of first retrieval
Figure-4: Process of Second Retrieval (a) Query image (b) Color segmented image (c) Extracted shape feature (d) high level feature based retrieved output (e), Low level feature based retrieved output. (f) Output of second retrieval
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Figure-5: Process of Third Retrieval (a) Query image (b) Color segmented image (c) Extracted shape feature (d) high level feature based retrieved output (e) Low level feature based retrieved output (f) Output of third retrieval.

Table 1: shows the comparison of number of images retrieved in our proposed and existing method

<table>
<thead>
<tr>
<th>Number of iterations</th>
<th>Number of images retrieved in our proposed method</th>
<th>Number of images retrieved in existing method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>22</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td>20</td>
</tr>
</tbody>
</table>

The above table 1 shows the comparison of number of images retrieved in our proposed and existing method and therefore we need to compute the precision and recall for these retrieved images are as follows

3.1 Performance evaluation

The performance of this proposed system is evaluated on different type of query images using Precision, and Recall subsequently these values are compared with the Precision, Recall values of the conventional CBIR system. We have used the Precision and Recall technique, which are described in for evaluating the performance of the proposed content-based image retrieval system.

\[
\text{precision} = \frac{\text{Number of retrieved images relevant to the query image}}{\text{Total number of images retrieved}} \tag{4}
\]

\[
\text{recall} = \frac{\text{Number of retrieved images relevant to the query image}}{\text{Total number of relevant images in the database}} \tag{5}
\]

3.2. Performance Analysis

The performance of the proposed CBIR system is analyzed with the CBIR system without RRI Library and with the classic CBIR system, which retrieves the features of the whole image.

Table 2: Precision Recall values (proposed work)

<table>
<thead>
<tr>
<th>Number of retrieval</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>0.3333</td>
<td>0.32</td>
</tr>
<tr>
<td>Second</td>
<td>0.5945</td>
<td>0.88</td>
</tr>
<tr>
<td>Third</td>
<td>0.6667</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Table 3: Precision Recall values in (existing method)

<table>
<thead>
<tr>
<th>Number of retrieval</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>0.0416</td>
<td>0.04</td>
</tr>
<tr>
<td>Second</td>
<td>0.5135</td>
<td>0.76</td>
</tr>
<tr>
<td>Third</td>
<td>0.6061</td>
<td>0.8</td>
</tr>
</tbody>
</table>
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Figure 6: Precision Recall graph (existing method)

The precision and recall values are calculated using equation (4) and (5). The precision-recall graph of obtained values show that the proposed CBIR system with RRI library claims effectiveness in retrieving images that are most similar to the given query image and its effectiveness increases in each iteration. The fig.6 and fig. 7 shows the comparison of precision and recall values for the retrieved images in our proposed method and existing method. From the fig.8 we came to know that the precision and recall of the proposed system increases with each iteration because of the usage of the RRI library. Though the precision and recall value of the proposed system are low in first retrieval its retrieval effectiveness will effectively increase in each of the iteration, which shows the higher performance than the comparing system.

Figure 7: Precision Recall graph (proposed method)

IV. Conclusion

In this paper, an effective approach to retrieve the images by using the low level and high-level features is proposed. Initially, the low-level features such as color, texture, shape, and homogeneity are extracted from the database images and from the query images. After that, the images which are relevant to the given query image are retrieved from the database based on these low-level features and high level features. By means of the query, keyword, which is a high-level feature, is generated and then by using this query keyword the images, which are relevant to the query keyword, are extracted. It has proved that the performance of the proposed system with homogeneity feature extraction from the RRI library is effective and shows good performance than other conventional CBIR systems. Finally, the proposed system was proved to be effective by querying it with different types of images.
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