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Abstract— All researches shown that cooperative cache can improve the system performance in wireless P2P 

networks such as ad hoc networks and mesh networks. And all these studies have been done up to some level 
only.So for that purpose now iam using an protocol technique called Dynamic Source routing (DSR). And 

previous studies have been done mainly by using an AODV routing technique and these are all at  high level 

and leaving many design and implementation issues unanswered. In this paper, I am  mainly presenting my 

design and implementation of cooperative cache in wireless P2P networks, and propose solutions to find the 

best place to cache the data. For that one I propose an novel asymmetric cooperative cache approach by using 

an Dynamic Source Routing Protocol. By using these technique I can say that packet routing to be trivially 

loop-free, avoids the need for up-to-date routing information in the intermediate nodes through which packets 

are forwarded, and allows nodes forwarding or overhearing packets to cache the routing information in them 

for their own future use. All aspects of the protocol operate entirely on-demand, allowing the routing packet 

overhead of DSR to scale automatically to only that needed to react to changes in the routes currently in use. 

The data has been accessed easily by the user. And also by using an data pipelines we can reduce the end-to-
end delays between the server and client. My results show that the Dynamic Source Routing out performs the 

AODV in wireless P2P networks. 
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I. INTRODUCTION 
Wireless networks are ad hoc network, mesh networks, and sensor networks. Ad hoc networks are ideal 

in situations where installing an infrastructure is not possible because the infrastructure is too expensive or too 

vulnerable. Due to lack of infrastructure support, each node in the network acts as a router, forwarding data 
packets for other nodes. Most of the previous researches [1], [2], [3] in ad hoc networks focus on the 

development of dynamic routing protocols that can efficiently find routes between two communicating nodes. 

Although routing is an important issue in ad hoc networks, other issues such as information (data) access are 

also very important since the ultimate goal of using ad hoc networks is to provide information access to mobile 

nodes. Wireless P2P networks, have received considerable attention due to their potential applications in civilian 

and military environments those examples are given below. 

 

1.1 Examples 
i. In a battlefield, a wireless P2P network may consist of several commanding officers and a group of 

soldiers. Each officer has a relatively powerful data center, and the soldiers need to access the data centers to get 

various data such as the detailed geographic information, enemy information, and new commands. The 
neighboring soldiers tend to have similar missions and thus share common interests. If one soldier has accessed 

a data item from the data center, it is quite possible that nearby soldiers access the same data some time later. It 

will save a large amount of battery power, bandwidth, and time if later accesses to the same data are served by 

the nearby soldier who has the data instead of the far away data center. 

 

ii. Recently, many mobile infostation systems have been deployed to provide information for mobile 

users. Forexample, infostations deployed by tourist information center may provide maps, pictures, history of 

attractive sites. Infostation deployed by a restaurant may provide menus. Due to limited radio range, an 

infostation can only cover a limited geographical area. If a mobile user, Pravallika moves out of the infostation 

range, she will not be able to access the data provided by the infostation. However, if mobile users are able to 

form an ad hoc network, they can still access the information. In such an environment, when Pravallika’s 

request is forwarded to the infostation by other mobile users, it is very likely that one of the nodes along the path 
has already cached the requested data. Then, this node can send the data back to Pravallika to save time and 

bandwidth. 
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iii. People in the same residential area may access the Internet through a wireless P2P network, e.g., the 

Roofnet. After one node downloads a MP3 audio or video file, other people can get the file from this node 

instead of the far away Web server. 

By the above examples I  can  say that wireless networks are very useful for humans. Therefore, if 

nodes are able to collaborate with each other, bandwidth and power can be saved, and delay can be reduced. 

Cooperative caching[2],[3],[10], which allows the sharing and coordination of cached data among multiple 
nodes. And here I am mainly concentrating on how to perform these operations easily and how to send data with 

out any delays.   In [5] Prof E.Royer and C.Perkins suggested modifications to the wireless peer 2 peer networks 

through the  existing kernel code to implement AODV. By extending ARP, Desilva and Das[10]  presented 

another kernel implementation of AODV. Dynamic Source Routing (DSR)[15]  has been implemented by the 

Monarch project in FreeBSD. This implementation was entirely in kernel and made extensive modifications in 

the kernel IP stack. And all authors explored several system issues regarding the design and implementation of 

routing protocols for ad hoc networks. And all use an AODV routing only so here we are facing an problem. So 

for that purpose I am proposed an DSR routing. However, none of them has looked into cooperative caching in 

wireless P2P networks. 

                 Existing cache network although cooperative cache has been implemented by many researchers, these 

implementations are in the Web environment, and all these implementations are at the system level. As a result, 

none of them deals with the multiple hop routing problems and cannot address the on-demand nature of the ad 
hoc routing protocols. To realize the benefit of cooperative cache, intermediate nodes along the routing path 

need to check every passing-by packet to see if the cached data match the data request. This certainly cannot be 

satisfied by the existing ad hoc routing protocols. 

In this paper, we present our design and implementation of cooperative cache in wireless P2P 

networks. Through real implementations, we identify important design issues and propose an Dynamic Source 

Routing with asymmetric approach to reduce the overhead of copying data between the user space and the 

kernel space, and hence to reduce the data processing delay. 

   

II. Architecture And Evaluation of  Cooperative Caching 
IN this section iam mainly going to discuss about cooperative caching. This cooperative caching 

mainly have 3 schemas. They are CachePath,CacheData and Hybrid Cache. 

 

2.1 Caching Schemas 
The below fig. mainly going to demonstrate about the  CachePath and Cache Data concepts. Suppose if 

node N1 requests a data item from N0. Thus  N3 forwards to N1;N3 knows that N1 has a copy of the data. 

Later, if N2 requests N3 knows that the data source N0 is three hops away whereas N1 is only one hop away. 

Thus, N3 forwards the request to N1 instead of N4. Many routing algorithms (such as AODV and DSR) provide 

the hop count information between the source and destination. Caching the data path for each data item reduces 

bandwidth and power consumption because nodes can obtain the data using fewer hops. However, mapping data 

items and caching nodes increase routing overhead, and the following techniques are used to improve 
CachePath’s performance. 

 
Figure 1:- A WIRELESS P2P NETWORKS 

CachePath : 

In CachePath, a node need not record the path information of all passing data. Rather, it only records 

the data path when it is closer to the caching node than the data source. For example, when N0 forwards di to 

the destination node N1 along the path N5 _ N4 _ N3; N4 and N5 won’t cache path information because they 

are closer to the data source than the caching node N1. In general, a node caches the data path only when the 

caching node is very close. The closeness can be defined as a function of the node’s distance to the data source, 

its distance to the caching node, route stability, and the data update rate. Intuitively, if the network is relatively 
stable, the data update rate is low, and its distance to the caching node is much shorter than its distance to the 

data source, then the routing node should cache the data path. 
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CacheData 

In CacheData, the intermediate node caches the data instead of the path when it finds that the data item 

is frequently accessed. For example, in Fig. 1, if both N6 and N7 request di through N5;N5 may think that di is 

popular and cache it locally. N5 can then serve N4’s future requests directly. Because the CacheData approach 

needs extra space to save the data, it should be used prudently. Suppose N3 forwards several requests for di to 

N0. The nodes along the path N3;N4, and N5 may want to cache di as a frequently accessed item. However, 
they will waste a large amount of cache space if they all cache di. To avoid this, CacheData enforces another 

rule: A node does not cache the data if all requests for the data are from the same node. In this example, all the 

requests N5 received are from N4, and these requests in turn come from N3. With the new rule,N4 and N5 

won’t cache di. If N3 receives requests from different nodes, for example, N1 and N2, it caches the data. 

Certainly, if N5 later receives requests for di from N6 and N7, it can also cache the data.  

 

Hybrid Cache 

Analytical results show that CachePath performs better when the cache is small or the data update rate 

is low, while CacheData performs better in other situations. To further improve performance, we can use Hybrid 

Cache, a hybrid scheme that exploits the strengths of CacheData and CachePath while avoiding their 

weaknesses. Specifically, when a node forwards a data item, it caches the data or path based on several criteria 

 

2.2 Design Issues And Asymmetric  Cooperative Cache 

In all previous studies the all researches proposed an two design’s for design issues. Those  are 

Integrated Design and Layered Design but in these studies the data has request’s has been traveled to each node 

from source to destination. And same like data reply’s have been transferred from node to node but some node’s 

cache that data by using an caching technique. To realize the benefit of cooperative cache, intermediate nodes 

along the routing path need to check every passing-by packet to see if the cached data match the data request. 

This certainly cannot be satisfied by the existing ad hoc routing protocols. So now I am mainly using an 

Dynamic Source Routing with the asymmetric cooperative cache approach. 

 

The Asymmetric Cooperative Cache Approach 

To address the problem of the layered design, we propose an asymmetric approach. We first give the 
basic idea and then present the details of the scheme. The Basic Idea In our solution, data requests and data 

replies are treated differently. The request message still follows the path shown in Fig. 2a; however, the reply 

message follows a different path. If no intermediate node needs to cache the data, N0 sends the data directly to 

N5 without going up to the cache layer. Suppose N3 needs to cache the data based on the cooperative cache 

protocol, as shown in Fig. 3. After N3 receives the request message, it modifies the message and notifies N0 that 

the data should be sent to N3. As a result, the data are sent from N0 to N3 through the cache layer, and then sent 

to N5. Note that the data will not go to the cache layer in intermediate nodes such as N1;N2, and N4 in this 

example. In this way, the data only reach the routing layer for most intermediate nodes, and go up to the cache 

layer only when the intermediate node needs to cache the data. Although the request message always needs to 

goup to the cache layer, it has a small size, and the added overhead is limited. 

 

 
Fig. 2. The asymmetric approach 

                        

 If the requested data item is large, this asymmetric approach allows data pipeline between two caching 

nodes, and hence reduces the end-to-end delay. The cache layer processing overhead, especially data copying 

between kernel and user spaces, is also minimized because the data item is not delivered to the cache layer at the 

nodes that are unlikely to cache the data. The Asymmetric Approach has been already clearly discussed by Jing 
Zhao and Ping Zhang and Guohong cao[1],[9] in On Cooperative Caching in Wireless P2P Networks. 
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III. Dynamic Source Routing Protocol 
The Dynamic Source Routing protocol (DSR) is a simple and efficient routing protocol designed 

specifically for use in multi-hop wireless ad hoc networks of mobile nodes. DSR allows the network to be 

completely self-organizing and self-configuring, without the need for any existing network infrastructure or 
administration.DSR has been implemented by numerous groups, and deployed on several test beds. Networks 

using the DSR protocol have been connected to the Internet. DSR can interoperate with Mobile IP, and nodes 

using Mobile IP and DSR have seamlessly migrated between WLANs, cellular data services, and DSR mobile 

ad hoc networks. The DSR protocol is composed of two mechanisms that work together to allow the discovery 

and maintenance of source routes in the ad hoc network: 

Route Discovery is the mechanism by which a node N0 wishing to send a packet to a destination node 

N1 obtains a source route to by using an cache path. Route Discovery is used only when N1 attempts to send a 

packet to  and does not already know a route to N0.  Route Maintenance is the mechanism by which node  is 

able to detect, while using a source route N0 to , if the network topology has changed such that it can no longer 

use its route to N1 because a link along the route no longer works. When Route Maintenance indicates a source 

route is broken, source node can attempt to use any other route it happens to know to destination Node, or can 
invoke Route Discovery again to find a new route. Route Maintenance is used only when S is actually sending 

packets to destination Node. 

Route Discovery and Route Maintenance each operate entirely on demand. In particular, unlike other 

protocols, DSR requires no periodic packets of any kind at any level within the network. For example, DSR does 

not use any periodic routing advertisement, link status sensing, or neighbor detection packets, and does not rely 

on these functions from any underlying protocols in the network. This entirely on-demand behavior and lack of 

periodic activity allows the number of overhead packets caused by DSR to scale all the way down to zero, when 

all nodes are approximately stationary with respect to each other and all routes needed for current 

communication have already been discovered. As nodes begin to move more or as communication patterns 

change, the routing packet overhead of DSR automatically scales to only that needed to track the routes 

currently in use. 

 

 AODV DSR 

Update 
Routing 

Table 

Periodically 

Send hello No 

Support 

One Way 

Link 

No Yes 

Mechanism 

Of Routing 

Next Hop Source 

Routing 

The Metrics 

Of Routing 

Shortest Path Shortest Path 

Need Other 

Protocol 

Support 

No No 

 

The above  table shows  that why I choose DSR routing instead of AODV Routing and also the 

shortcoming of AODV is that it does not support one-way link. To support any cast, DSR is selected to extend, 
although the cost of DSR routing is greater than AODV as for carrying path information in each packet. The 

essential reason is its mechanism of routing – source routing which helps to resolve the maintaining state-based 

connection difficulty in any casting routing. 

 

3.1 Routing Discovery 

The route discovery process of DSR is by a source node broadcasts a RREQ packet to all its neighbors; 

the RREQ packet appends the each node’s id to its route record when it is forwarded by these nodes. In this 

way, the RREQ is flooded throughout the network, and it includes all the nodes’ information of the path when it 

is received by the destination node. Then, the destination node sends a RREP return to the source after choosing 

the optimum route from the numerous RREQs. Source node would append the route record which is in RREP to 

the routing table and all data packets which would be sent to destination node will include the route record in it. 

Intermediate nodes just check the route record of packets and forward them as the route. The route discovery 
process diagram as follows:  
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Fig 3. DSR routing discovery I, RREQ 

 

See figure 3, a source node N1 wants to send data packet to destination node N8, it broadcasts a RREQ 

message first. Then, the intermediate nodes receive the packet check whether they are the destination node. If 

they are not, they would add their own address information to the route record of the packet and forward the 

packet along its outgoing links until the destination node N8 received the RREQ. 

Then, a RREP packet is generated when the RREQ reaches to the destination N8 (see figure 3). 

Afterwards it will be sent back to the source node N1. On the receiving RREP, source node records the route 

with destination node as the data delivery route. 

 
Fig 4. DSR routing discovery II, RREP 

 

 3.2 Routing Maintenance 
The meaning of Routing maintenance refers to each DSR node maintains a route cache; it records the 

route information of hop-by-hop which can reach to the other nodes. Otherwise, every node can snoop from the 

data packet which is transmitting by the neighbor. The process of the snooping can be used to analysis the route 

information which is recorded in the front of data packet, the node records route information to its route cache if 

the route is a new one. Thus, more and more route information would be record to the route cache by the node 

and reduce the time of Flooding to broadcast RREQ. Meanwhile, the bandwidth of each node can also be saved. 

The processing of routing maintenance detects the changing of network topology, and it knows whether the 

route is still available or not. When an intermediate node removes from the range of wireless transmission or it 

is shutdown, the route is no longer to use. When the upstream node detects the route is failure by MAC layer 

protocol, it sends a RERR message to its upstream and source node. On the receiving RERR, source deletes all 

route information which includes the failure route from its route cache. If necessary, source node reinitiates a 
route discovery process in order to establish a new route to destination node. DSR can maintain numerous routes 

for one destination node. If the main route is failure, a backup route can be used to transfer data. Thus, this 

mechanism avoids DSR initiates flooding of RREQ frequently. 

 

3.3 Architecture Overview 

Above Fig. shows the architecture of our cooperative cache middleware, which consists of three parts: 

Cooperative Cache Supporting Library (CCSL), Cooperative Cache Daemon (CCD), and Cooperative Cache 

Agent (CCA). CCSL is the core component to provide primitive operations of the cooperative cache, e.g., 

checking passing by packets, recording data access history, and cache read/write/replacement primitives A data 

cache buffer is maintained at every node to store the cached data items. There is an interface between CCSL and 

the routing daemon, from which CCSL obtains the routing distance to a certain node. All these primitive cache 

operations are enclosed as CCSL API to provide a uniform interface to the upper layer.CCD is the component 
that implements different cooperative cache mechanisms, namely, CacheData, CachePath, and HybirdCache. 

There is one cache daemon for each cooperative cache scheme. It extends the basic CCSL API to accomplish 

the characteristic of each scheme.CCA is the module that maps application protocol messages to corresponding 

cooperative cache layer messages. It is a connector between CCD and user applications. There is one CCA for 

each user application. 
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Fig. 5. System architecture. 

 

IV.   Experimental Results And Evaluation 
The keep the experiments on cooperative cache implementation we did some good work an the 

wireless networks and these results have been shown in below. manageable and repeatable they were run in a 

static (non-mobile) configuration. In some experiments route breaks are emulated by artificially purging the 

routing table (ARP table) entries using an independent daemon program to force new route discoveries. In 

others, route loss was a part of the natural dynamics of the network because of loss of hello messages. 
This section summarizes some of our experiences evaluating DSR through detailed studies using 

discrete event simulation, and through implementation and actual operation and experience with the protocol in 

an ad hoc networking test bed environment. Our simulation environment consists of a set of wireless and mobile 

networking extensions that we have created ans-2 network simulator from these extensions we provide a 

detailed model of the physical and link layer behavior of a wireless network and allow arbitrary movement of 

nodes within the network. At the physical layer, we provide realistic modeling of factors such as free space and 

ground reflection propagation, transmission power, antenna gain, receiver sensitivity, propagation delay, carrier 

sense, and capture effect. At the link layer, we model the complete Distributed Coordination Function (DCF) 

Media Access Control (MAC) protocol of the IEEE 802.11 wireless LAN protocol standard, along with the 

standard Internet Address Resolution Protocol (ARP). These wireless and mobile networking extensions are 

available from a version of them have also now been adopted as a part of the standard VINT release of ns-2. We 

have done a number of different simulation studies with this environment, analyzing the behavior and 
performance of DSR and comparing it to other proposed routing protocols for ad hoc networks. Here we 

summarize only some of the basic results that indicate DSR’s excellent performance. In the results presented 

here, all simulations were run in ad hoc networks. We have found that this model can produce large amounts of 

relative node movement and network topology change, and thus provides a good movement model with which 

to stress DSR or other ad hoc network routing protocols. 

 

4.1 Simulation Model 

We design our simulation test with ns-2[16].All simulations were in an ad hoc network consisting of 50 

nodes spread uniformly through a 1000×1000 meter square area. Nodes are equipped with an IEEE 802.11 radio 

network interface, operating at 2Mbps data rate with a 250m transmission range. Nodes move according to the 

Random Waypoint mobility model with speed uniformly distributed between 0 and 10m/s and pause time 
between 0 and 500 ms. Simulations run for 1200 seconds and there are 20 sources and one any cast group with 5 

members in the network. Max D of the network is defined as 40 hops. Three protocols are analyzed in the 

simulation: Dynamic Source Routing (DSR), Packet Delivery Ratio which is the ratio of the data packets 

reached the destination to those originated by the source, Mean Message Hop Count which is the average count 

of hop s from source to destination and Routing Overhead which is measured by radio of request and answering 

packets to the sum of packets. 

The node movement model: We model a group of nodes moving in a 1000×500m rectangle area, 

which is similar to the model used in [20]. The moving pattern follows the random way point movement model 

[22]. Initially, nodes are placed randomly in the area. Each node selects a random destination and moves toward 

the destination with a speed selected randomly from (0 m/s, vmax m/s). After the node reaches its destination, it 

pauses for a period of time and repeats this movement pattern. Two vmax values, 2 m/s and 20 m/s, are studied 
in the simulation. 

The client query model: The client query model is similar to what have been used in previous studies 

[8], [13]. Each node generates a single stream of read-only queries. The query generate time follows exponential 
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distribution with mean value Tquery. After a query is sent out, the node does not generate new query until the 

query is served. The access pattern is based on Zipf − like distribution [17], which has been frequently used [7] 

to model non-uniform distribution. In the Zipf-like distribution, the access probability of the ith (1 ≤ i ≤ n) data 

item is represented as follows.  

 
where 0 ≤ θ ≤ 1. When θ = 1,it follows the strict Zipf distribution. When θ = 0, it follows the uniform 

distribution. Larger θ results in more “skewed” access distribution. We choose θ to be 0.8 according to studies 

on real web traces. 

 

4.2 Simulation Results 

Packet Delivery Ratio Status 

 
Fig.6 Packet  Delivery Ratio in DSR 

 

In Packet delivery ratio status we consider pass time and an other side we are sending an data packets 

and also data packets have been receiving has been shown in the above fig 6. 

Figure 6 shows the fraction of the originated application data packets each protocol was able to deliver, as a 

function of both node mobility rate (pause time) and network load (number of sources). For DSR and AODV-
LL, packet delivery ratio is independent of offered traffic load, with both protocols delivering between 95% and 

100% of the packets in all cases. 

 
Fig 7 Routing Over Head in DSR(1 m/s) 

 

Fig 7.shows how the data has been transmitted from ! node to the other nodes.To allow multiple types 

of DSR information to be combined together in a single packet, and to allow DSR information to be 

piggybacked on existing packets, we used a packet format for DSR modeled after the extension header and 

option format used by IPv6 [Deering 1998, Hinden 1996]. In particular, ROUTE REQUESTs, ROUTE 
REPLYs, and ROUTE ERRORs are each encoded as an option within either a Hop-by-Hop or End-to-End 

extension header, and a DSR source route on a packet is encoded as a separate extension header. 
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Fig 8. Routing overhead for DSR at pause time 

 

 
Fig 9. Comparison of AODV and DSR in Routing  Over Head 

 

Figure 9 shows the number of routing protocol packets sent by each protocol in obtaining the delivery 

ratios shown in Figure 4. DSR  are plotted as  scale , and AODV plotted on different scales to best show the 

effect of pause time and offered load on overhead. DSR, and AODV are on-demand routing protocols, so as the 

number of sources increases, we expect the number of routing packets sent to increase because there are more 

destinations to which the network must maintain working routes. DSR and AODV which use only on-demand 

packets and very similar basic mechanisms, have almost identically shaped curves. Both protocols exhibit the 

desirable property that the incremental cost of additional sources decreases as sources are added, since the 

protocol can use information learned from one route discovery to complete a subsequent route discovery. 

However, the absolute overhead required by DSR and AODV are very different, with AODV requiring about 5 

times the overhead of DSR when there is constant node motion (pause time 0). This dramatic increase in 

AODVs overhead occurs because each of its route discoveries typically propagates to every node in the ad hoc 
network. 

 

4.3 Performance Evaluation 

From more elaborated simulation tests designed on DSR, we come to the following conclusions.  

1. With the number of members in any cast group increasing, packet delivery ratio seems to increase.  

2. As more number of source nodes means more routing discovery requests, the more source nodes requesting 

any cast services, the more routing overhead there will be in mobile ad hoc network. However, increasing the 

number of any cast group members is found to reduce the routing overhead significantly.  

3. Increasing the number of any cast group member also can reduce the mean message hop count. So the greater 

the number of any cast group members, the better this protocol performs. 

 

V. Conclusion 
In this paper, we presented our design and implementation of cooperative cache in wireless P2P 

networks, and proposed solutions to find the best place to cache the data. For that one I used an DSR(Dynamic 

Source Routing).By using these technique I can say that packet routing to be trivially loop-free, avoids the need 

for up-to-date routing information in the intermediate nodes through which packets are forwarded, and allows 

nodes forwarding or overhearing packets to cache the routing information in them for their own future use. All 

aspects of the protocol operate entirely on-demand, allowing the routing packet overhead of DSR to scale 

automatically to only that needed to react to changes in the routes currently in use. The data has been accessed 

easily by the user. And also by using an data pipelines we can reduce the end-to-end delays between the server 
and client. My results show that the Dynamic Source Routing out performs the AODV in wireless P2P 

networks. Data request packets are transmitted to the cache layer on every node; however, the data reply packets 

are only transmitted to the cache layer on the intermediate nodes which need to cache the data. This solution not 

only reduces the overhead of copying data between the user space and the kernel space, but also allows data 

pipeline to reduce the end-to-end delay. we evaluate our design for a large-scale network through simulations 
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developed a prototype to demonstrate the advantage of the asymmetric approach. Since our prototype is at a 

small scale, we scale network through simulations. Our simulation results show that the With the number of 

members in any cast group increasing, packet delivery ratio seems to increase. As more number of source nodes 

means more routing discovery requests, the more source nodes requesting any cast services, the more routing 

overhead there will be in mobile ad hoc network. However, increasing the number of any cast group members is 

found to reduce the routing overhead significantly.  
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