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Abstract:Artificial Bee Colony (ABC) algorithm is inhabitants -based flock intelligence algorithm. There are 

many algorithms Present for solving numeric optimization problem.ABC is based on the intellectual behaviour 

of honey bee flock. In this work, ABC algorithm is used with Genetic crossover machinist and tested on standard 

benchmark functions, and also result compared with the X-ABC algorithm with the plus of fewer organize 

parameters. Obtained results show that the concert of the ABC with crossover gives better results than the X-

ABC algorithm.  
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I. INTRODUCTION 
  Several optimization algorithms have been proposed to choose the best component from some set of 

available alternatives. Based on intelligent behaviour of honey bee flock there is only one numerical 

optimization algorithm in the literature [1]. Flock develops collective intelligence. In 2005 D. Karaboga has 

described an artificial bee colony (ABC) algorithm [2] for optimizing multivariable functions. 

  Several inhabitants based algorithm has been proposed to find near-optimal solutions to the difficult 

optimization problems like: scheduling and routing problems. A inhabitants -based algorithm refers the 

inhabitants consisting of possible solutions to the problem are modified by applying some operators on the 

solutions depending on the information of their fitness values. Inhabitants based algorithm is classified into two 
groups: evolutionary algorithms and swarm intelligence-based algorithms [3]. Evolutionary algorithm [4] is one 

of the most accepted genetic algorithm (GA) based on the natural evolution. In the basic GA, a selection 

operation is applied to the solutions evaluated by the evaluation component. 

  Linear, Blend, Unfair average, Laplace real coded crossover operators is applied to ABC to check 

whether the algorithm works better on the Benchmark function or not as compare to X-ABC algorithm. In this 

paper we performed an experiment on advance model of ABC with crossover operations. In this work crossover 

steps are added to the standard ABC. The crossover operations are performed between each individual food 

source best positions. After the crossover operation, the fitness of the individual food source best position is 

compared with that of the two off-springs, and the best one is taken as the new individual food source best 

position. Two food sources are selected as parents through selection process and calculate their fitness values. 

After selecting a crossover points randomly, new fitness values are generated using crossovers probabilities. 
Both the above techniques perform a crossover by swapping the food source around the crossover points. 

  The rest of the paper is organized as follows: Genetic algorithm (GA) in second section. Crossover 

operator in section third. In section fourth praposed work. Algorithm and Flowchart .Benchmark functions are 

described in section fifth. Parameter setup in section sixth followed by Experimental Results in seventh, 

conclusion in section eight and future scope in Section ninth. 

 

II. GENETIC ALGORITHM 
In the computer science field of artificial intelligence, a genetic algorithm (GA) is 

a search heuristic that mimics the process of natural evolution. This heuristic is routinely used to generate useful 
solutions to optimization and search problems. Genetic algorithms belong to the larger class of evolutionary 

algorithms (EA), which generate solutions to optimization problems using techniques inspired by natural 

evolution, such as inheritance, mutation, selection, and crossover. Basically it consists of five components: a 

random number generator, a fitness evaluation unit and genetic operators for reproduction; crossover and 

mutation operations. The basic algorithm of GA is as below: 

1: Initialize Population 

2: repeat 

3: Evaluation 

4: Reproduction 
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5: Crossover 

6: Mutation 

7: until requirements are met 

The initial population required at the start of the algorithm, is a set of food source generated by the 

random generator. Each position of a food source represents a possible solution of the optimization problem and 

the nectar amount of a food source corresponds to the quality (fitness) of the associated solution. A fitness value 
is a measure of the goodness of the solution that it represents. Essentially the aim of the genetic operators is to 

transform this set of food source into sets with superior fitness values. The reproduction operator performs a 

natural selection function known as seeded selection. Individual food source are copied from one set 

(representing a generation of solutions) to the next according to their fitness values, the superior the fitness 

value, the greater the probability of a food source being selected for the next iteration. The crossover operator 

chooses pairs of food sources at random and produces new pairs. The simplest crossover operation is to cut the 

original food sources nectar amount at a randomly selected point and to exchange. The number of crossover 

operations is governed by a crossover rate. The mutation operator randomly mutates or reverses the values of 

food source. The number of mutation operations is determined by a mutation rate. A phase of the algorithm 

consists of applying the evaluation, reproduction, crossover and mutation operations. A new generation of 

solutions is produced with each phase of the algorithm [5]. 

 

III. CROSSOVER OPERATOR 
In genetic algorithms, crossover is a genetic operator used to vary the programming of a chromosome 

or chromosomes from one generation to the next. It is analogous to reproduction and biological crossover, upon 

which genetic algorithms are based. Crossover is a process of taking more than one parent solutions and 

producing a child solution from them, with the possibility that high-quality chromosomes may generate better 

ones. The crossover operator is not generally applied to all pairs of chromosomes in the intermediate 

inhabitants. A random option is made, where the probability of crossover being applied depends on probability 

defined by a crossover rate, the crossover probability. The crossover operator plays a vital responsibility in GAs. 

It combines parts of fine solution to form new probable result. Information contained in one solution combine 
with information contained in another solution and the resulting solution will either have excellent fitness or 

survive to exchange this information again. Crossover operators exist for both real coded and binary coded GA. 

Since this paper explores the application of crossover operator to ABC for numerical optimization problem 

therefore for this paper we discuss only real coded crossover operator. A number of real coded crossovers have 

been introduced for GA and other heuristic technique.   

 

IV. PRAPOSED ARTIFICIAL BEE COLONY (ABC) ALGORITHM WITH CROSSOVER OPERATORS 
ABC generally suffers from premature convergence, tending to get stuck in local optima, low solution 

precision and so on. In order to defeat these shortcomings and acquire better results, various improvements to 
ABC have been proposed. One of the approaches ABC with crossover operator is proposed by adding a 

crossover step to the standard ABC to acquire improved outcome. 

In this paper ABC with linear, Blend, Unfair average and Laplace crossovers are applied to the 3 

benchmark functions, which gives the enhanced optimum result at enhanced probability as compare to X-ABC 

algorithm. Food sources generated by ABC are randomly selected for crossover operation and two new 

offspring’s are formed. The finest offspring (in terms of fitness value) selected from the new offspring’s. This 

new finest offspring replaces the worst fitness value which is selected for crossover. The replacement is done if 

the new finest offspring has the excellent fitness value than the parent food source. Algorithm of proposed 

method is as follows:  

 INITIALIZE. 

• REPEAT. 
(a) Place the employed bees on the food sources in the memory; 

(b) Crossover Operator; 

(c) Place the onlooker bees on the food sources in the memory; 

(d) Send the scouts to the search area for discovering new food sources. 

• UNTIL (requirements are met). 
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V. BENCHMARK FUNCTION 
In this paper 3 standard set of Benchmarks functions [6] are chosen to test and compare the 

performance of both ABC with crossovers and X-ABC. All the benchmarks chosen have multivariable functions 

and have different extent of complexity. This set includes greatly unusual kind of problems like: multimodal, 

local minima in order to approximate, global optimum, and dimensionality. 

 

1.1 Griewank Function 

The Griewank function comprehensively used to experiment the convergence of optimization 

functions. The Griewank function of order n is distinct by: 

                   D                 D 

f1( x ) = 1/400(    ∑ (x2
i ) ) – (   cos (xi/i)) +1                              (1) 

                            i=1              i=1 

Its value is 0 at its global minimum (0,0,…,0) and local minima at + x . Initialization range for the 

function is [−600,600]. It has a global minimum of 0 at the point x=0. 

 

1.2 Rosenbrock Function 

Rosenbrock function is frequently used as a test problem for optimization algorithms. 

                      D 

   f2(  x  ) = ∑  100(xi
2 – xi+1)

2 + (1-xi)
2  

                     i=1                                                                                    (2) 

It has a global minimum at (x, y) = (1, 1) where (x, y) = 0. Initialization range for the function is [−15, 15].     

 

1.3 Sphere Function 
It is the first function of De Jong's test set. Function is continuous, convex and unimodal. It has the 

following general definition:  

                  n 

f3(x) = ∑  x2
i                                                                        (3) 

                i=1 

Initialization range for the function is -5.12 <= xi <=5.12, i = 1,…, n. Global minimum f(x) = 0 is for xi = 0, i = 

1,…, n. 

 

VI. PARAMETER SETUP FOR EXPERIMENT 
In this paper the parameter setting are as colony size (NP) = 20, 40, 80, Maximum number of cycles 

(MCN) = 1000, 2000, 3000 respectively for the dimension 10. Food sources equal the half of the colony size. 

The percentage of onlooker bees was 50% of the colony, the employed bees were 50% of the colony and the 

number of scout bees was selected as one. Xmax and Xmin are the upper and lower bounds of the decision 

variables. Xmin (lb) and Xmax (ub) are taken in the range -100 to 100. This paper presents an experiment on X-

ABC and Advanced ABC with Crossover operators. For Crossover, Linear, Blend, Unfair average and Laplace 

crossovers are chosen. For experiment, crossover’s probabilities are taken in the range of 0.1 to 0.9. 
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Table 1: X-ABC vs. ABC with crossover operator indicate the results that obtained after 1000 cycles with a 

population 20 for the dimension 10 

 
                                 

 
Fig .2 Fitness value of X-ABC vs. ABC with linear crossover operator with Griewank Function 

 

 
Table 2: X-ABC vs. ABC with crossover operator indicate the results that obtained after 2000 cycles with a 

population 40 for the dimension 10 

 

 
Fig .3 Fitness value of X-ABC vs. ABC with linear crossover operator with Rosenbrock Function 

 

Table 3: X-ABC vs. ABC with crossover operator indicate the results that obtained after 3000 cycles with a 

population 80 for the dimension 10 

 

                        
Fig.4 Fitness value of X-ABC vs. ABC with linear crossover operator with Sphere Function 



An efficient and powerful advanced algorithm for solving real coded numerical optimization problem:  

www.iosrjournals.org                                                                10 | Page 

Table 4: X-ABC vs. ABC with crossover operator indicate the results that obtained after 1000 cycles with a 

population 20 for the dimension 10 

 
 

 
Fig.5 Fitness value of X-ABC vs. ABC with blend crossover operator with Griewank Function 

 
Table 5: X-ABC vs. ABC with crossover operator indicate the results that obtained after 2000 cycles with a 

population 40 for the dimension 10 

 
 

 
Fig.6 Fitness value of X-ABC vs. ABC with blend crossover operator with Rosenbrock Function 

 
Table 6: X-ABC vs. ABC with crossover operator indicate the results that obtained after 3000 cycles with a 

population 80 for the dimension 10 

 
 

 
Fig.7 Fitness value of X-ABC vs. ABC with blend crossover operator with Sphere Function 
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Table 7: X-ABC vs. ABC with crossover operator indicate the results that obtained after 1000 cycles with a 

population 20 for the dimension 10 

 
 

 
Fig.8 Fitness value of X-ABC vs. ABC with unfair average crossover operator with Griewank Function 

 

Table 8: X-ABC vs. ABC with crossover operator indicate the results that obtained after 2000 cycles with a 

population 40 for the dimension 10 

 
 

 
Fig.9 Fitness value of X-ABC vs. ABC with unfair average crossover operator with Rosenbrock Function 

 

Table 9: X-ABC vs. ABC with cros sover operator indicate the results that obtained after 3000 cycles with a 

population 80 for the dimension 10 

 
                     

 
Fig.10 Fitness value of X-ABC vs. ABC with unfair average crossover operator with Sphere Function 
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Table 10: X-ABC vs. ABC with crossover operator indicate the results that obtained after 1000 cycles with a 

population 20 for the dimension 10 

                     
 

 
Fig.11 Fitness value of X-ABC vs. ABC with Laplace crossover operator with Griewank Function 

 

Table 11: X-ABC vs. ABC with crossover operator indicate the results that obtained after 2000 cycles with a 

population 40 for the dimension 10 

 
                          

 
Fig.12 Fitness value of X-ABC vs. ABC with Laplace crossover operator with Rosenbrock Function 

 

Table 12: X-ABC vs. ABC with crossover operator indicate the results that obtained after 3000 cycles with a 

population 80 for the dimension 10 

 
                                 

 
Fig.13 Fitness value of X-ABC vs. ABC with Laplace crossover operator with Sphere Function 
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VII. EXPERIMENTAL RESULT 
In Experiments we compared the X-ABC and ABC with crossover operator algorithms on a set of 3 

benchmark problems for each crossover operators given in above Tables. The X-ABC and ABC with crossovers 

are implemented in C++ language as a front end. Recorded simulated results are presented in above Tables for 
each benchmark problem. In this experiment mean fitness value is calculated for both the algorithms X-ABC 

and Advanced ABC with each 3 benchmark problems. In the above tables the bold readings are enhanced result 

over the ABC with crossovers. Obtained results indicated in tables that ABC with crossover provides better 

results than original ABC algorithm. Here we also observed that Sphere function provides the better improved 

result than the Griewank and Rosenbrock. 

 

VIII. CONCLUSION 
In this paper, X-ABC is compared with advanced ABC algorithm. Advanced ABC is obtained by an 

supplementary step added to X-ABC that is a crossover method of GA. Code of X-ABC and Advanced ABC is 

developed in C++ language and results are shown in above Tables. The experiments are performed on a set of 3 

benchmark problems presented in the literature. The ranges of crossovers probability are set to 0.1 to 0.9. For 

each benchmark problems results are tabulated for crossovers probability 0.1 to 0.9 in terms of fitness value 

which describes the efficiency and accuracy are depicted in bold. From the result obtained it is concluded that 

Advanced ABC has been found to have victorious performance on Griewank, Rosenbrock, and Sphere 

benchmark problems. 

 

IX. FUTURE SCOPE 
In this experiment we compared X-ABC and Advanced ABC with Linear, Blend, Unfair average and 

Laplace crossover operator’s algorithms on a set of 3 benchmark problems and concluded that advanced 

algorithm gives the enhanced result than X-ABC algorithm. In the future work X-ABC is compared with 

Advanced ABC with 3 more crossover operators of GA naive, simulated and uniform  on a set of 4 benchmark 

problems Griewank, Rosenbrock, Rastrigin and Sphere . 
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