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 Abstract :-The proportionate increase in the size of the data with increase in space implies that clustering a 

very large data set becomes difficult and is a time consuming process. Sampling is one important technique to 
scale down the size of dataset and to improve the efficiency of clustering. After sampling, allocating unlabeled 

data point into proper cluster is difficult in the categorical domain and in real situations data changes over 

time. However, clustering this type of data not only decreases the quality of clusters and also disregards the 

expectation of users, who usually require recent clustering results. In both the cases mentioned above, one is of 

allocating unlabeled data point into proper clusters after the sampling and the other is of finding clustering 

results when data changes over time which is difficult in the categorical domain. In this paper, using node 

importance technique, a rough set based method proposed to label unlabeled data point and to find the next 

clustering result based on the previous clustering result. 
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I. INTRODUCTION 
 Extracting Knowledge from large amount of data is difficult which is known as data mining. Clustering 
refer to a method of finding a collection of similar objects from a given data set and objects in different 

collection are dissimilar. Most of the algorithms are developed for numerical data for clustering may be easy to 

use in normal conditions but not when it comes to categorical data [1, 3]. Clustering is a challenging issue in 

categorical domain, where the distance between data points is undefined [4]. It is also not easy to find out the 

class label of unknown data point in categorical domain. Sampling techniques accelerate the clustering [5, 6] 

and we consider the data points that are not sampled to allocate into proper clusters. The data which depends on 

time called time evolving data [7, 8]. For example, the buying preferences of customers may very with time, 

depending on the current day of the week, availability of alternatives, discounting rate etc [9]. Since data is 

modified and thus evolve with time, the underlying clusters may also change based on time by the data drifting 

concept [10, 11]. The clustering time-evolving data in the numerical domain [12, 13] has been explored in the 

previous literature though not in the categorical domain to the extent desired.  It is a challenging problem in the 

categorical domain therefore to evolve a procedure for arriving at precise categorization. 
 As a result, a rough set [14] based method for performing clustering on the categorical time evolving 

data is proposed in this paper. This method find out if there is a drifting concept or not while processing the 

incoming data. In order to detect the drifting concept, the sliding window technique is adopted [15]. Sliding 

windows conveniently eliminate the outdated records while sifting through a mound of data. Therefore, 

employing the sliding window technique, we can test the latest data points in the current window to establish if 

the characteristics of clusters are similar to the last clustering result or not. This may be easy insofar as the 

numerical domain is concerned. However, in the categorical domain, the above procedure is challenging since 

the numerical characteristics of clusters are difficult to define. 

Therefore, for capturing the characteristics of clusters, an effective cluster representative that summarizes the 

clustering result is required. In this paper, a mechanism called rough membership function-based similarity is 

developed to allocate each unclustered categorical data point into the corresponding proper cluster [16]. The 
allocating process goes by the name of data labeling and this method is also used to test the latest data point in 

the current sliding window depending on whether the characteristics of clusters are similar to the last clustering 

results or not[17, 19]. 

The paper is organized as follows. Section II supplies the relevant background to the study; section III deals 

with the basic definitions and data labeling for drifting concept detection, while the section IV, concludes the 

study with recommendations. 

 

II. REVIEW OF RELATED LITERATURE 
This section provides an exhaustive discussion of various clustering algorithms on categorical data along with 
cluster representatives and data labeling [10, 11, 16, 20]. Cluster representative is used to summarize and 

characterize the clustering result, which is not discussed in a detailed fashion in categorical domain unlike in the  
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numerical domain [21, 23]. In K-modes algorithm [24], the most frequent attribute value in each attribute 

domain of a cluster represents what is known as a mode for that cluster. Finding modes may be simple, but the 

method of using only one attribute value in each attribute domain to represent a cluster is questionable.  

ROCK clustering algorithm [25] is a form of agglomerative hierarchical clustering algorithm. It is based on 

links between data points, instead of distances between data points. The notion of links between data helps to 

overcome the problems with distance based coefficients. The link between point i (pi) and point j (pj), denoted as 
link(pi,pj), and is defined as the number of common neighbors between pi and pj. ROCK's hierarchical clustering 

algorithm accepts as input the set S of n sampled points as the representatives of those clusters, drawn randomly 

from the original data set to be clustered, and the number of desired clusters k. The procedure begins by 

computing the number of links between pairs of points. The number of links is then used in algorithm to cluster 

the data set. The first step in implementing the algorithm is to create a Boolean matrix with entries 1 and 0 based 

on adjacency matrix. The entry is 1 if the two corresponding points are adjacent neighbors or 0 if it is not. As 

this algorithm simply focuses on the adjacent of every data point, some data points may be left out or ignored; 

hence an algorithm based on entropy of the data points is assumed.  

In the statistical categorical clustering algorithms [26, 28] such as COOLCAT [29] and LIMBO [30], data points 

are grouped based on the statistics. In algorithm COOLCAT, data points are separated in such a way that the 

expected entropy of the whole arrangements is minimized. In another algorithm LIMBO, the information 

bottleneck method is applied to minimize the information lost which resulting from summarizing data points 
into clusters. However, these algorithms perform clustering based on minimizing or maximizing the statistical 

objective function, and the clustering representatives in these algorithms are not clearly defined. Therefore, the 

summarization and characteristic information of the clustering results cannot be obtained by using these 

algorithms. A different approach is called for, which is the aim of the paper. 

 

III. DRIFTING CONCEPT DETECTION 
In this section discussed various notations with the problem definition and also Data labeling based on rough 

membership function. 

 

III.1 Basic Notations  

The problem of clustering the categorical time-evolving data is formulated as follows: if a series of categorical 

data points D is given, where each data point is a vector of q attribute values is xj=(xj
1, xj

2, …  xj
q). Let A= (A1, 

A2 … Aq), where Aa is the ath categorical attribute, 1≤a≤q. and N be window size. Divide the n data points into 

equal size windows call this subset as St, at time t. i.e. first N data points of D are located in the first subset S1. 

The objective of our method is to find drifting data points between St and St+1.   

 Consider the following data set D={x1, x2,………..x30} of 30 data points shown below and if the sliding window 

size is 15 then S1 contains first 15 data points and S2 contains next 15 data points shown in table 1. We divide 

these first 15 data points into three clusters by using any clustering method shown in table 2. The data points 

that are clustered are called clustered data points or labeled data points and the remaining are called unlabeled 

data points. Our aim is to label the remaining 15 unlabeled data points which are belong to next sliding window 
S2 and also to identify concept- drift occurred or not. 

We define the following term which is considered in this method. 

Node: A Node Ir is defined as attribute name + attributes value.  

Basically a node is an attribute value, and two or more attribute values of different attributes may be identical, 

where those attribute domains intersection is non-empty, which is possible in real life. To avoid this ambiguity, 

we define node as not only with attribute value and but also with attribute name. For example, Nodes 

[height=60-69] and [weight=60-69] are different nodes even though the attribute values of attributes height and 

weight are same i.e.60-69. Because the attribute names height and weight are different, the nodes predictably are 

different. 
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Table 1: A data set D with 30 data points divided into two sliding windows S1 and S2. 

S1 

 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 

A1 a b c a a c c c a b c c c b a 

A2 m m f m m f m f f m m f m m f 

A3 c b c a c a a c b a c b b c a 

S2 

 x16 x17 x18 x19 x20 x21 x22 x23 x24 x25 x26 x27 x28 x29 x30 

A1 a c b a b c c a a b b c b a c 

A2 m m f f f f f m m f m m m f f 

A3 c a b c a a b b a c a c b b c 

 

Table 2: Three clusters C1, C2 and C3 after performing a clustering method on S1. 

C1  C2  C3 

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 

a b c a a c c c a b c c c b a 

m m f m m f m f f m m f m m f 

c b c a c a a c b a c b b c a 

III.2 Data labeling 

In this section, data labeling for unlabeled data points is done through rough membership function based on the 
similarity between existing cluster and this unlabeled data point. 

To start with, some basic concepts are reviewed of rough set theory, such as information system, the 

indiscernibility relation, rough membership function. Then, a novel similarity between an unlabeled data point 

and a cluster is defined by considering the node importance values in a given cluster (i. e. the node frequency in 

a given cluster and the distribution of nodes in different clusters). 

Generally, the set of data points to be clustered is stored in a table, where each row (tuple) represents the fact 

about an data point.  We label this table as an information system. When all the attribute are categorical then this 

information system is termed categorical information system and is defined as a quadruple IS = (U, A, V, f), 

where U is the nonempty set of data points (or objects), called the universe, A is the nonempty set of attributes, 

V is the union of all attribute domains, i.e., V = a A aU V , where Va is the domain of attribute a and it is finite 

and unordered.  

F: U XA→ V  – a mapping called an information function such that for any xU and aA, f(x,a) Va.  

In 1982 Pawlak introduced rough set theory is a kind of symbolic machine learning technology for categorical 

information systems with uncertainty information [31, 32] and employing  the notion of rough membership 

function the rough outlier factor for outlier detection has been defined by Jiang, Sui, and Cao in [33]. 

To understand the present method , we discuss the following definitions of rough set theory. 

Definition 1: Let IS = (U, A, V, f) be a categorical information system, for any attribute subset PA, a binary 

relation IND(P), called indiscernibility relation, is defined as  

( ) {( , ) | , ( , ) ( , )}IND P x y U U a P f x a f y a       

It is obvious that IND(P) is an equivalence relation on U and ( ) ({ }).
a P

IND P IND a


  Given PA, the 

relation IND(P) induces a partition of U, denoted by U/  ( ) { | }
U

P

IND P x Ux  , where  
U

P
x denotes 

the equivalence class determined by x with respect to P, i.e.,   { | ( , ) ( )}
U

P

y U x y IND Px     . 

Definition 2: Let IS = (U, A, V, f) be a categorical information system, P A and XU. The 

roughmembership function , : [0,1]P

U X U   is defined as
 

 
, ( )

U

PP

U X U

P

x X
x

x
 


 

The rough membership function quantifies the degree of relative overlap between the set X and the equivalence 

class 
U

P
x to which x belongs. 
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In classical set theory, an element either belongs to a set or it does not. The corresponding membership function 

is the characteristic function for the set, i.e., the function takes values 1 and 0, respectively. However, the rough 

membership function takes values between 0 and 1. 

Definition 3: Let IS = (U, A, V, f) be a categorical information system, PA, U = SQ and SQ =  . For 

any x Q and X S, the rough membership function , : [0,1]P

Q X Q  is defined as 

 

                                                                     = 0, otherwise, 

 

Where   { | , ( , ) ( , )}
S

P

u S a P f u a f x ax       

In Definition 3, th domain of the rough membership function is a subset Q of U, not the universe U. Moreover, 

we only consider the equivalence class of x on set S with respect to attribute set P.  

Definition 4: Let IS = (U, A, V, f) be a categorical information system, PA, U = SQ and SQ = Φ. 

Suppose that a prior clustering result S = {c1, c2. . . ck} is given, where ci, 1≤ i ≤ k, is the ith cluster. For any 

x∈Q, the similarity between an unlabeled object x and a cluster ci with respect to P is defined as  

1

1
( , ) *(1 *log )

log

j j

k
c c

P i a a a

a P j

S x c m w w
k 


    

Where 
 

 
j

S

jac

a S

a

x c
w

x



 , 

{ | ( , ) ( , ), }i

a

i

u f u a f x a u c
m

c

 
  

And |ci| is the number of data points in the ith cluster. ma characterizes the importance of the attribute value f(x,a) 

in the cluster ci with respect to attribute a. wa
cj considers the distribution of attribute value f(x,a) between 

clusters [34].  Hence, SP(x, ci) considers both the intra cluster similarity and the inter-cluster similarity. 

Example 1: Let S = {c1, c2, c3}, where c 1, c2 and c3 are the clusters shown in table 2 and P=A= {A1, A2, A3}. 

According to the above Definition 4, it is clear that 
3

16 1

1

1
( , ) *(1 *log )

log3

j jc c

P a a a

a P j

S x c m w w
 


    

=
3 1 3 3 1 1 1 1

(1 ( log log log ))
5 log3 5 5 5 5 5 5


   +

4 1 4 4 2 2 3 3
(1 ( log log log ))

5 log3 9 9 9 9 9 9


  

3 1 3 3 1 1 2 2
(1 ( log log log ))

5 log3 6 6 6 6 6 6


   =0.1560 

3

16 2

1

1
( , ) *(1 *log )

log3

j jc c

P a a a

a P j

S x c m w w
 


    

=
1 1 3 3 1 1 1 1

(1 ( log log log ))
5 log3 5 5 5 5 5 5


   +

2 1 4 4 2 2 3 3
(1 ( log log log ))

5 log3 9 9 9 9 9 9


   +    

1 1 3 3 1 1 2 2
(1 ( log log log ))

5 log3 6 6 6 6 6 6


   =0.056 

3

16 3

1

1
( , ) *(1 *log )

log3

j jc c

P a a a

a P j

S x c m w w
 


    

     =+
3 1 4 4 2 2 3 3

(1 ( log log log ))
5 log3 9 9 9 9 9 9


   +

2 1 3 3 1 1 2 2
(1 ( log log log ))

5 log3 6 6 6 6 6 6


   =0.079 

 

Since the maximum similarity is found with cluster c1. Therefore x16 can be allocated to the cluster c1.  
 

 

 
 , ( ) { ,

S

P SP

Q X PS

P

x X
x if x

x
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Table 3: Unlabeled data points similarities with clusters c1, c2 and c3 and their class labels 

Data point (xi) Cluster (cj ) Similarity Sp (xi, cj) Class Label 

x16 

c1 0.1560 

C1
* c2 0.0560 

c3 0.0790 

x17 

c1 0.0525 

C2
* or C3

* c2 0.0880 

c3 0.0880 

x18 

c1 0.0265 

C2
* c2 0.0583 

c3 0.0531 

x19 

c1 0.1440 

C1
* c2 0.1222 

c3 0.0905 

x20 

c1 0.02270 

C2
* c2 0.06016 

c3 0.04540 

x21 

c1 0.04091 

C2
* c2 0.11487 

c3 0.09114 

x22 

c1 0.04377 

C2
* c2 0.12060 

c3 0.09401 

x23 

c1 0.12224 

C1
* c2 0.05860 

c3 0.06236 

x24 

c1 0.11671 C1
* 

c2 0.06361 

c3 0.04879 

x25 

c1 0.05904 C1
* or C2

* or C3
* 

c2 0.05904 

c3 0.05904 

x26 

c1 0.03578 C2
* 

c2 0.03676 

c3 0.02186 

x27 

c1 0.08930 C1
* 

c2 0.08717 

c3 0.06062 

x28 

c1 0.03856 C1
* 

c2 0.03160 

c3 0.03536 

x29 

c1 0.10760 C1
* 

c2 0.08535 

c3 0.06947 

x30 

c1 0.07733 C2
* 

c2 0.11392 

c3 0.11281 

Similarly, we can find similarity between the remaining unlabeled data point of sliding window S2 with all the 

clusters of first clustering result C1. The table 3 shows all those similarities and the class label of those unlabeled 
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data points obtained with maximum similarity. And the graph in fig.1 shows unlabeled data points of sliding 

window S2 similarities with clusters c1, c2 and c3. 

 

Obviously, x16, x19, x23, x24,   x27,   x28 and x29 are allocated to the cluster c1. x18, x20, x21, x22,  x26 and x30 are 

labeled to the cluster c2. But x17 can be allocated to either c2 or c3 and x25 can be allocated to any of the three 

clusters c1, c2 and c3. The obtained temporal clustering result from sliding window S2 is shown in table 4. 
 

 

 

Table 4: The temporal clustering result with three clusters c1, c2 and c3based on sliding window S2
. 

c1 c2 c2 c3 c1 c2 c3 

x16 x19 x23 x24 x27 x28 x29 x18 x20 x21 x22 x26 x30 x17 x25 

a a a a c b a b b c c b c c b 

m f m m m m f f f f f m f m f 

c c b a c b b b a a b a c a c 

 

Now we compare previous clustering result with current clustering result to decide the concept drift is occurred 

or not by using the equation (1).    

 

 
Concept drift 

 

= { 

 

---------------------(1) 

 
Here we use two thresholds one η, a cluster difference threshold and other one is ε, a cluster variation threshold. 

Suppose the cluster difference threshold is set 0.25 and the cluster variation threshold set 0.3.  

 

In our example, the variation of the ratio of the data points between clusters c1 of S1 and c1 of S2 is |5/15-

7/15|=0.133< ε.  The variation of the ratio of the data points between clusters c2 of S1 and c2 of S2 is |5/15-

6/15|=0.06< ε and the variation of the ratio of the data points between clusters c3 of S1 and c3 of S2 is |5/15-

0/15|=0.333< ε.  Therefore by equation (1) concept drift is yes because (0+0+1)/3=0.33> η=0.25.  

 

III. 3   Presents data labeling algorithm based on rough membership function. 

Algorithm 1: 

Input: IS = (SQ, A, V, f), where S is a sampled data, Q is an unlabeled data set, k is the number of clusters; 
Output: Each object of Q is labeled to the cluster that obtained the maximum similarity. 

Method: 1. Generate a partition S = {c1, c2, . . . ,ck} of S with respect to A by calling the corresponding 

categorical clustering algorithm; 

 2. For i = 1 to |Q| 

 3. For j = 1 to k 
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 4. Calculate the similarity between the ith object and the jth cluster according to Definition 4, and the ith  

       object is labeled to the cluster that obtained the maximum similarity; 

 5. For end 

 6. For end 

The runtime complexity of the above presented algorithm depends on the complexity of clustering algorithm 

which is used for initial clustering. Generally any clustering algorithm takes O(knq) runtime complexity, where 
k is the number of clusters, n is the total number of data points to cluster and q is the number of attributes. The 

runtime complexity for computing the similarity between arbitrary unlabeled data point and a cluster is O 

(|S||P|). Therefore, the whole computational cost of the proposed algorithm is O (S||P||Q||k|). 

 

IV. CONCLUSION 
In categorical domain, the problem of how to allocate the unlabeled data points into appropriate clusters has not 

been fully explored in the previous works. Besides, for the data which changes over time, clustering this type of 

data not only decreases the quality of clusters and also disregards the expectations of users, when usually require 

recent clustering results. In this paper, based on the rough membership function and the frequency of the node, a 
new similarity measure for allocating the unlabeled data point into appropriate cluster has been defined. Since 

this similarity measure has two characteristics, one pertaining to the distribution of the node in the different 

cluster and second is of the probability of the node in given cluster, which consider both the intra-cluster 

similarity and the inter- cluster similarity, the algorithm for remedying unaddressed problem has been presented 

for data labeling while making allowance for time complexity. 
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