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ABSTRACT 
This paper presents a technique to recommend clones for refactoring.  Clones are duplicate code fragments that 

exist in the source code of software.  Clones increase the maintenance cost of the software and therefore, are 

required to manage through refactoring. Our technique is based on feature selection and machine learning. The 

proposed technique helps to improve the accuracy of recommending clones for refactoring through feature 

selection. 
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I. INTRODUCTION 
Reusing existing code by copying and pasting is called software cloning. The duplicate code fragments that get 

generated using software cloning are called software clones. The existence of software clones in a source code 

can lead to the following problems: 

 Increases the probability of bug propagation[1]. 

 Increases maintenance cost. 

 Source code can become error-prone due to inconsistent updation of all cloned fragments. 

 Programs become difficult to understand. 

 The size of the source code increases which increases memory requirements. 

To minimize problems generated by software clones, many tools were developed to find software 

clones[2]. These clone detection tools work on different algorithms and granularity[3], [4].  Each clone detection 

tool generates output in a different format. So, analysis of software clone detection results is a time-consuming 

process. On the other hand, management of clones is required so that their harmful effects can be minimized. 

Management of clones can be done by two methods. One method is clone tracking and the other is clone 

refactoring[5], [6]. 

Clone tracking[7] is the process of monitoring changes that take place in all clone instances of a clone 

group during maintenance. If any clone instance experiences a change, then the same change needs to be 

propagated to other instances of the same clone. Clone tracking software helps to achieve this operation.  

Clone refactoring[8] helps to remove clones through various existing software refactoring methods. 

However, the major issue is that all clones are not suitable to perform refactoring. So there is a need for some 

approaches that can filter important clones for refactoring. 

Current work aims to use machine learning algorithms and feature selection to automate the clone 

recommendation for refactoring. We propose to analyze the performance of various machine learning and 

feature selection methods to recommend clones for refactoring. 

 

II. RELATED WORK 
Higo et al. [9] [10][11] prepared a tool, aries that uses CCShaper to find refactoring-oriented clones. 

They used clone metrics to find clones suitable for refactoring. 

Schulze et al. [12] used clone location and the type of statement of code clones to give their refactoring 

proposal. Choi et al. [13] proposed a metric-based method to find suitable code clones for refactoring. They 

discussed that a combination of clone metrics are better to recommend clones for refactoring instead of 

individual clone metric. 

Mondal et al. [14] defined SPCP clones that can be important for refactoring. The SPCP (Similarity 

Preserving Change Pattern) clones are defined as two or more clone fragments from the same clone class that 

evolve by receiving similarity-preserving changes. These clones having lower change couplings than other 

classes are good candidates for refactoring. 

The studies [15]–[18] used machine learning to predict clones for refactoring. Wang and Godfrey [15] 

used a decision tree for automating recommending clones for refactoring. They achieved precision from 77.3% 

to 87.9%. 
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Fanqi [19] used clustering to find refactorable clones. They trained the SOM model using metrics of 

selected refactorable clones like LEN (length of code clone in terms of token), POP (number of clones in a clone 

group), NIF (number of files in which clones of a clone group are distributed), etc. The trained model was used 

to classify unknown code clones. 

Yue et al. [18] used various features of code clones to build a clone recommendation tool for 

refactoring. They used AdaBoost, Random Forest, C4.5, SMO, and Naïve Bayes to recommend clones for 

refactoring. They concluded that AdaBoost suggested clones for refactoring with higher accuracy in both with-

in-project and cross-project testing. 

Rongrong et al.[16] used Naïve Bayes, C4.5, and Bayesian networks to build machine learning-based 

models for recommending clones for refactoring. They used seven open-source projects written in C for 

evaluation. Sheneamer [17] used AST features and four machine learning algorithms ( K-nearest neighbor, 

Forest PA, Bagging, and Random Forest) for recommending clones for refactoring. The approach identified that 

Random Forest achieved better outcomes among all classifiers. 

Our current work proposed an approach to recommend clones for refactoring. The approach is based on 

feature selection and machine learning. Existing approaches have not used feature selection to improve the 

accuracy of machine learning algorithms. 

 

III. METHODOLOGY 
This section discusses the steps of our proposed technique. The major steps of the technique are  1) 

Preparation of clone refactoring dataset 2) Train and evaluate the performance of machine learning algorithms 3) 

Apply feature selection 4) Evaluate and compare the performance of machine learning algorithms after feature 

selection 

 

A. Preparation of clone refactoring dataset  

To create a machine learning-based model for recommending clones for refactoring, we need a labeled dataset 

of clone refactoring. The major issue is the unavailability of open-source clone refactoring datasets. To prepare 

the clone refactoring dataset, the following method is proposed: 

1. Detect clones from open-source software using clone detection tools like NICAD, Deckard, etc. 

2. Track changes of detected clones in various versions of open-source software that the clones had 

undergone during clone evolution. 

3. If any clone was refactored using the extract method, pull-up method, extract class, and extract 

superclass, save that clone in a database of refactored clones in history. 

4. Collect clones as described in step 3 as many as possible to build a large dataset. 

5. Collect clones that did not experience any refactoring during clone evolution. This step helps to build a 

balanced clone refactoring dataset. 

6. Extract features of clones to prepare a dataset of refactored and not refactored clones. 

 

B. Train and evaluate the performance of machine learning algorithms 

We proposed to train various machine learning algorithms like Random forest, Random tree, Adaboost, 

Decision tree, Bagging, LogitBoost, etc. for the classification of refactorable and non-refactorable clones. After 

training the models, evaluate the performance of these machine learning-based models using evaluation metrics 

like precision, recall, and F-measure. 

 

C. Apply feature selection 

Feature selection methods help to choose optimal features from the dataset. We proposed to use a filter-

based feature selection method that is based on Correlation, ReliefF, and Infogain. After applying the filter-

based feature selection method, the optimal subset of features is selected from the dataset. The classifiers are 

trained using optimal features. 

  

D. Evaluate and compare the performance of machine learning algorithms after feature selection 

The last step evaluates and compares the performance of filter-based feature selection methods. The selection of 

optimal features will help to improve the accuracy and prediction time of machine learning models for 

recommending clones for refactoring. 

 

IV. DISCUSSION 
We proposed a filter-based feature selection technique to enhance the performance of different 

classifiers for recommending clones for refactoring. We can apply the proposed technique to clone refactoring 

datasets. We proposed to analyze the performance of a filter-based feature selection method that is based on 

Correlation, Infogain, and ReliefF on different classifiers. First, we can analyze the performance of all classifiers 
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on a complete dataset without feature selection. Then, we can apply the proposed feature selection method to 

evaluate the performance of different classifiers.  

 

V. CONCLUSION 
Our work proposed a technique to improve the performance of various machine learning algorithms to 

recommend suitable clones for refactoring. The technique is based on filter-based feature selection that uses 

Correlation, Infogain, and ReliefF. The proposed technique can improve the accuracy of clone recommendations 

for refactoring.  
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