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Abstract: With the advent of technology revolution, modern industries are adopting new methods for detecting 

defects in the steel plates that have affected the inspection quality for a long time. The new methods include use 

of AI Machine learning, image processing, deep learning, neural network and many other processes. After the 

steel is freshly cut there could be several defects like stains and scratches on the surface of the steel that could 

make it ineffective for usage purposes. The manual methods are very time taking and labour intensive and prone 

to unattended defects hence the attempts to find alternative solutions that are more effective and beneficial for 

the overall steel industry. Through our technique we try to train machine learning for automatic pattern 

recognition. The various machine learning algorithms that have been applied for training include Logistic 

Regression, Decision Tree, Support Vector Machine, K Nearest Neighbour, Gaussian Naive Bayes and Random 

Forest. Also, various feature extraction techniques like Principal Component Analysis, Linear Discriminant 

Analysis and Simple classification are applied on the data before the machine learning algorithms are applied.  

Each of these methods are applied on the training data to see which had more accuracy and then the accuracy 

is compared, and a final ranking is done for the various machine learning algorithms. 
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I. Literature Review 
 Jubin Deepakkumar Kothari did a similar project of detecting defects in steel plates using Machine 

Learning and Computer Vision Algorithms. His studies found that using convolutional Neural Network and U-

Net architecture makes the process more efficient resulting in an accuracy of 98.3% 

  Yu- Jen Huang, Ko Wei Huang and Shih Hsiung Lee performed a similar study using Deep Learning 

Technology. They used existing Deep learning techniques for object detection like YOLOv3 and SSD for 

effectively detecting the defects in stainless steel plates. 

 Shuai Wang, Xiaojun Xia, Lanqing Ye and Binbin Yang did a study for detection and classification of 

steel surface defects using deep convolutional neural networks which resulted in an accuracy of 98.2% and an 

average faster running time.  

 

I. Introduction 
 Steel factories today are facing huge problems that arise because of defects in the steel plates. Steel 

plates are required in several industries like automobile, defence, machinery, chemicals, etc. The various types 

of defects that these freshly cut steel plates are prone to include stains, scratches, bumps, dirtiness. Manual 

methods of detection are still prevalent in the industry, but several new methods are coming up. 

The objective of this research is to propose a method to understand the defect detection methods in steel plates 

using various machine learning techniques like Logistic Regression, Decision Tree, Support Vector Machine, K 

Nearest Neighbour, Gaussian Naive Bayes and Random Forest. 

 

II. Material And Methods 
The methodology that we obtained was to run various Machine Learning Algorithms on the data and 

then verify their scores and Accuracy to see which algorithm gives the best output. The data was standardized 

and then split into training and testing data. Then Principal component analysis was run on 10 principal 

components out of the 27 features available. First, we applied Logistic Regression on the data and obtained the 

scores and accuracy. Then we applied Decision Tree, Support Vector Machine, K Nearest Neighbour, Gaussian 

Naive Bayes, Random Forest. For dimensionality reduction we applied Linear Discriminant Analysis and 

performed Logistic Regression, Decision Tree, Support Vector Machine, K Nearest Neighbour, Gaussian Naive 

Bayes and Random Forest and calculated the accuracy for each case. Next, we did simple classification without 

dimensionality reduction and then did Logistic Regression, Decision Tree, Support Vector Machine, K Nearest 

Neighbour, Gaussian Naive Bayes, and Random Forest. 
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Once the results are obtained from each of the cases the results were compared. First was scores and 

accuracy between various models using Simple Classification, Principal Component Analysis and Linear 

Discriminant Analysis. Then scores were compared for each model for each of the techniques Simple 

Classification, Principal Component Analysis and Linear Discriminant Analysis. The Accuracy was compared 

for each model for Simple Classification, Principal Component Analysis and Linear Discriminant Analysis. 

According to the comparison of the results we were able to reach a conclusion on the ranking of various models 

as per their accuracy. 

 

About The Data 

The dataset consists of steel plates’ faults which are divided in to 7 different types.  

 

The dataset consists of 27 features describing each fault (location, size, ...) and 7 binary features indicating the 

type of fault (on of 7: Pastry, Z_Scratch, K_Scatch, Stains, Dirtiness, Bumps, Other_Faults). The latter is 

commonly used as a binary classification target ('common' or 'other' fault.) 

 

Attribute Information  

* V1: X_Minimum  

* V2: X_Maximum  

* V3: Y_Minimum  

* V4: Y_Maximum  

* V5: Pixels_Areas  

* V6: X_Perimeter  

* V7: Y_Perimeter  

* V8: Sum_of_Luminosity  

* V9: Minimum_of_Luminosity  

* V10: Maximum_of_Luminosity  

* V11: Length_of_Conveyer  

* V12: TypeOfSteel_A300  

* V13: TypeOfSteel_A400  

* V14: Steel_Plate_Thickness  

* V15: Edges_Index  

* V16: Empty_Index  

* V17: Square_Index  

* V18: Outside_X_Index  

* V19: Edges_X_Index  

* V20: Edges_Y_Index  

* V21: Outside_Global_Index  

* V22: LogOfAreas  

* V23: Log_X_Index  

* V24: Log_Y_Index  

* V25: Orientation_Index  

* V26: Luminosity_Index  

* V27: SigmoidOfAreas  

* V28: Pastry  

* V29: Z_Scratch   

* V30: K_Scatch  

* V31: Stains  

* V32: Dirtiness  

* V33: Bumps  

* Class: Other_Faults 
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III. Result 
Visualizing the Fault Distribution and Correlation 

 

 
 

 

Creating Training and Testing Data Set 
The data set is first divided into training and testing data set and then the various machine learning techniques 

are applied on the training data. 
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Principal Component Analysis 
Next, we apply the Principal Component Analysis method for reducing the data dimensionality of the data. We 

will take 10 Principal Components out of the given 27 features available in the dataset. 

 

 
Logistic Regression 
After Principal Component Analysis is done, we apply the Logistic Regression method on the data. 
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Decision Tree 
 Decision Tree method is applied on the same data and accuracy is predicted. 

 
 
Support Vector Machine  
A similar analysis is done applying the Support Vector Method and K Nearest Neighbours method and Gaussian 

Naive Bayes and Random Forest method. 
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Linear Discriminant Analysis 
 

We then perform Linear Discriminant Analysis on the given data to reduce the number of features into more 

manageable numbers. 

 

 
 

Next, we apply the machine Learning methods like Logistic Regression, Decision Tree, Support Vector,K 

Nearest Neighbour, Gaussian Naive Bayes and Random Forest on the data obtained from the Linear 

Discriminant Analysis and calculate the Accuracy of prediction. 
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Simple Classification Method: 

Simple Classification method without dimension Reduction is applied on the data and then the Machine 

Learning algorithms are applied one by one like Logistic Regression, Decision Tree, Support Vector, K Nearest 

Neighbour, Random Forest and Gaussian Naive Bayes. 
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Comparison of the Results 
After we applied the various Machine Learning models, we tried to compare the score and accuracy of each of 

the models. First, we compared the scores and accuracy for each of the models with simple classification 

method applied for classification. 

 

 
 

Next, we compare the results for the Machine Learning Algorithms when we have applied Principal Component 

Analysis as given in the below diagram.  
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And then we compare the results for the Machine Learning Algorithms when we have applied Linear 

Discriminant Analysis as given in the below diagram.  

 

 
 

IV. Conclusion 

From the visualization on the accuracy given above we can rank the models as given below: 

Rank 1: Random Forest 

Rank 2: Support Vector 

Rank 3: K Nearest Neighbor 

Rank 4: Logistic Regression  

Rank 5: Decision Trees 

Rank 6: Gaussian Naive Bayes 

We can conclude that Random Forest method is the most effective method for detection of faults in the steel 

plates for the given data with accuracy of 78.58 % for PCA, 76.42 for LDA and 71.68 for Simple classification. 
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