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Abstract 
Costumer segmentation will be beneficial for service provider to predict category of customers which might 

discontinue services. The customer discontinuing is also termed as customer churning. Churning of customer 

can be predicted by analyzing behavior and patterns from data. There are many machine learning techniques 

which can be used for classification such as Artificial Neural Networks, Evolutionary algorithms, etc. This study 
focuses on classification of discontinuation of costumers of telecom company. Here, two deep learning models 

Bidirectional Gated Recurrent Unit and Genetic Deep Neural Network are used for prediction. Also, results are 

compared with the vanilla neural network.  
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I. Introduction 
Costumer maintaining is a huge problem for any service providing company. Research articulates that, 

compared to generating new customers it is difficult to maintain the current customers as market is highly 

competitive (Fridrich, 2017). Therefore, it will be beneficial for service provider to predict category of 

customers which might discontinue. Churning of customer can be predicted by analyzing behavior and patterns 

from data. So, for the set of targeted customers which are likely to be churn, customer retention programs are 

organized to maintain relationship. This Customer Relationship Management (CRM) program is mainly based 

on selective marketing focused on categories of customers (Pendharkar, 2009). For customer segmentation there 

are many machine learning techniques which can be used such as Artificial Neural Networks, Deep Learning, 
Evolutionary algorithms, etc. 

Machine learning models are very efficient for predicting task and giving promising results. While 

working with big and abstract dataset Deep Learning gives better results. Deep Neural Network (DNN) and 

Recurrent Neural Network (RNN) are part of deep learning in machine learning made up of Artificial Neural 

networks. Both can be used for both classification and regression purpose. Here for customer segmentation, two 

models are proposed based on Deep Learning, Bidirectional Gated Recurrent Unit (BIGRU) which is a part of 

RNN and Genetic Deep Neural Network (GDNN) which is a combination of evolutionary algorithm and deep 

learning. BIGRU attempts to increase the efficiency of model by using leaky relu activation function and GDNN 

attempts to decrease the computation cost by initially generalizing weights for the DNN. Here target variable is 

customer churned or not, so it is binary-class classification model.  

 

II. Literature review 
Pendharkar (2009) used genetic algorithm based neural network model for customer churning in 

cellular wireless network services. The attributes were subscription plan, monthly total peak usage in minutes, 

promotional mailing variable, and churn indicator. The model outperforms compared to the classic Genetic 

Algorithm and Neural Network models with 0.97 accuracy. The model is also compared with the statistical z-

score model, which shows that genetic algorithm based neural network gives better results. One of the 

drawbacks of the model is it takes 134 to 346 minutes to compute. Also, author suggested that rank relevant 

inputs and fitness function can be modified. 

Obiedat et al. (2013) used Genetic Algorithm and K-means approach for customer churn prediction in 

telecommunication industry. In the first stage the K-means algorithm was used to reduce the data set by 
clustering.  From small clusters generated by K-means algorithm, two clusters with upmost number of churner 

and non-churner were chosen for modeling. In the second stage, GP is used to build classification model. The 
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churner rate obtained by model in fold-3 was 70.2% and accuracy was 91.4%. The model is applied on one 

cluster instead of whole dataset. So, results might differ when ratio of churn and non-churn customers changes. 

Obeidat et al. has clustered the data for modeling, here in author’s own work, whole data is applied on model 
which gives more general results. Also, in author’s own work, number of parameters were decreased which 

reduces the computation cost. 

Rana et al. (2016) compared LSTM and GRU model for classification of emotion from speech. Data 

with six different emotions based on the speech of actors were collected. With Stochastic Gradient different 

impact such as number of GRU/LSTM cells and absence or presence of bias were distinguished. Compared 

results showed that both models perform well. LSTM preforms 4.6% better, but GRU takes 18.16% less time to 

compute. 

Fridrich (2017) used artificial neural network model for customer churn prediction of an e-commerce 

retail company. Z-score and Principal Component Analysis are used for feature selection. Also, genetic 

algorithm was used for hyperparameter selection such as number of epochs, neurons, etc; where neural network 

with 7-4-2 neurons in layers with 350 epochs was considered suitable for this task. 
Vijaya and Sivasankar (2017) used Particle Swarm Optimization model for customer churn prediction 

in telecommunication industry. PSO outperforms decision tree, naive bayes, K-nearest neighbor, support vector 

machine, random forest and three hybrid models. Though it was observed that this technique is more 

conservative in identifying classes. All the services provided by company was considered as an attribute, which 

increases the computation cost of model. Also, model was used to perform on different dataset to check strength 

of model. 

Gruber and Jockisch (2020) studied Recurrent neural network models for classification and observed 

their performance.  The dataset having picture stories were used and classified in 11 different categories. The 

results shows that GRU had 0.85 of accuracy and LSTM had 0.82 accuracy. Also, the observation showed that 

GRU model had higher true negative rate and can learn less prevalent content. Whereas LSTM model had 

higher positive rate and learn better high prevalent content.  

Zhong and Li (2020) used deep learning Recurrent Neural Networks such as Gated Recurrent Unit and 
Long Short Term Memory for detecting churn customer signals. Model is applied on phone call transcripts 

dataset of customers. Word embeddings is used on Gated Recurrent Unit and Long Short Term Memory with 

assumption of 700 words per transcript to speed up the training. Results showed that Gated Recurrent Unit 

outperforms the Long Short Term Memory, Convolutional Neural Network models with 0.86 accuracy for 

phone transcript dataset. 

Dilhara (2021) used deep learning based model for detecting harmful camouflaged websites. Deep 

Learning based 7 models were proposed with LSTM, GRU and CNN as non hybrid models and BIGRU-LSTM, 

LSTM-GRU, LSTM-BILSTM and LSTM -LSTM as hybrid models. The target variable is to filter out malicious 

websites in form of binary classification with 0 as genuine and 1 as malicious website. The concatenation of 

LSTM-BIGRU model outperformed other models and CNN model showed lower performance. 

Seymen et al. (2021) used different machine learning techniques for retail supermarket customer 
churning prediction. They included information such as customers identification number, purchasing 

information on different categories of items, and transaction details. The major city customers were used for 

training purpose and further city customers were used for test purpose in modeling. The model was divided in 

two parts: customers purchasing with promotion discounts and non-promotional purchase. Regression, Neural 

network, Logistic Regression, Neural Network and Deep Learning techniques were used where Deep Learning 

model with promotional dataset preforms best with 0.90 accuracy. 

Ghosh and Gor (2022) used K-means clustering and Random Forest Regression algorithms for sales 

prediction. They used clustering methods for ad campaigning analysis. First, ad groups are created using the K-

Means clustering algorithm then Random Forest Regressor algorithm is used to optimize sales conversion and 

predict future sales. Impressions, clicks, and spent are used as independent variables to predict total number of 

people that asked about the product after viewing the ad on Facebook. They also calculated Mean Absolute 

Error and Root Mean Square Error. The integration of two algorithms K-means clustering and Random Forest 
regressor gives permissive result with 75% accuracy.  

 

III. Data Collection 
Here, curated telecom company data is obtained, containing information of 3333 customers (from 

Kaggle.com). The given telecom dataset includes charges, number of calls, time duration of day, evening and 

night calls respectively, international calls detail, area of customer, length of the account and churned customers 

information. 

 Data pre-processing: Parameters such as state of customer, voice mail, voice mail messages were 

excluded from the dataset due to less relevance. High correlation filter is applied to check the correlation 
between every parameter. Here, parameters such as time duration of day, evening, night and international call 
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found highly corelated with charges of day, evening, night and international call respectively. Hence only one of 

two i.e. call charges are chosen. As it is considered to have alike information and follow same movement.  

 Data Cleaning: The null/Nan values from dataset are removed. Final dataset contains of 3324 columns. 
Also, no outliers are removed from dataset.  

 Train and test data: 80% of data is used for training purpose and 20% of data is used for testing 

purpose. 

 

 
Figure 1: Dataset description with all parameters 

 

IV. Model Description of Bidirectional GRU With Dense Layers (BIGRU) 
Bidirectional Gated Recurrent Unit (BIGRU) can be considered as an upgraded or improvised version 

of standard recurrent neural network. It was introduced by Cho, et al. in 2014 and known as variation of LSTM. 

GRU’s main aim is to solve vanishing gradient problem which occurs in standard Recurrent neural networks. 

And BIGRU’s main aim is to solve sequential data but it provides notable results for non-sequential data too. 

BIGRU is made-up forward and backward directional hidden layer. Hidden layer contains mainly two gates 

Update gate and Reset gate that helps in how much or which information to be passed in future and which past 
information to be forget shown in figure 2 (A). In Bidirectional GRU the information obtained in time step t is 

passed on to the time step t+1, in a similar way information is passed on in opposite direction also i.e. in direction 

from t+1 to t as shown in figure 2 (B). For every time step, information obtained from both directions are 

combined and output is computed using hard sigmoid activation function. 

 

 
Figure 2(A): GRU structure for update and reset gate     Figure 2(B): Working of Bidirectional GRU 

 

For time step t, update gate denoted as     and defined as                      Similarly reset gate denoted 

by    and defined as                    . Equivalent manner hidden state computed as   
             

           . And the final output computed as                       
 . Where,    is an input of current 

state,      is an output of previous hidden state and   ,   ,   ,   ,  ,   are weights.    this notation shows the 

pairwise multiplication or a Hadamard product. (Rajpurohit et al. 2021) 

 

Adaptive moment estimation – Adam optimizer  
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. Where    exponential moving average and   squared moving average of gradients are initially 

taken as    Default values taken as        ,       ,          and       . (Kingma and Ba, 2015) 
Since our dataset does not have same number of churn and non-churn customers it is likely for a model to be 

biased.  So, to decrease bias, leaky relu and hard sigmoid are used as an activation function. 
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V. Proposed Methodology (BIGRU) 
After several experimental results, an optimal model with three dense hidden layers, each having 

(10,50,50,10,2) neurons respectively is developed. Same as the number of parameters in the model, 10 neurons 

are taken in input and 2 neurons in output layer.  

▸ Activation function ‘leaky relu’ is used for hidden layers and ‘hard sigmoid’ for output layer as there 

are 2 different categories to classify. 

▸ Adam optimizer is used for backpropagation to select the best fit model by comparison. (The optimizer 

is considered in model because it has ability to update learning rate as well as gradient at every step.) 

▸ Truncated normal is taken as kernel initializer, batch size=32, dropout=0.5, leaky relu alpha=0.001 and 

epochs=50 are considered for model. 

▸ Model is developed in Python language.  

 

 
Figure 3: Summary of the purposed model 

 

VI. Model Description of Deep Neural Network + Genetic Algorithm (GDNN) 
Deep Neural Network model is initialized, these two neural networks are generated with random weights, all 

weights are gathered from models to create a population. Then neural networks are forward propagated to pass 

fitness score which is set to 0.9 (Exit if optimal model matches the fitness score). From these top 5 values 

(fitness score), randomly 2 parents are selected for offspring generation and iterated through all weights for 

crossover. Weights are added to generated offspring for mutation. These weights are updated by back 

propagation algorithm to append optimal solution. Here, weights for hidden layer neurons are updated by      = 

                 ,                        ,                              ,            

                      where p is predicted value, a is actual value, l is learning rate. 

 

VII. Proposed Methodology (GDNN) 

▸ After several experimental results, an optimal model with three dense hidden layers, each having 

(14,2,2,2,1) neurons respectively is developed. Same as the number of parameters in the model, 14 neurons are 

taken in input and 1 neuron in output layer.  

▸ Activation function ‘relu’ is used for hidden layers and ‘sigmoid’ for output layer as there are 2 

different categories to classify. 

▸ Adam optimizer is used for backpropagation to select the best fit model by comparison. (This optimizer 

is considered in model because it has ability to update learning rate as well as gradient at every step.) 

▸ Model is developed in Python language.  
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Figure 4: Flow chart of Deep neural networks and Genetic algorithm 

 

VIII. Result and discussion 
BIGRU and GDNN models are compared with vanilla artificial neural network. Various experiments were 

carried out on every model to find the optimized solution. Experimental results,  

 For BIGRU, activation function such as relu and tanh were used which were not sufficient to give 

promising result due to the imbalance in churn and non-churn ratio. So, leaky relu is used with Adam optimizer, 
where accuracy is 78.13 with recall is 86.46 and F1 score is 87.36 for training dataset and 78.07 accuracy with 

recall is 83.88 and F1 score is 87.47. 

 

 For GDNN, different combination of activation functions is used but relu provided best result with 0.88 

accuracy and 0.84 fitness score. Also, nadam optimizer with relu gives accuracy of 0.85 with 0.85 fitness score 

which is close enough to the results of adam optimizer. 

 

 For ANN, activation function relu is used with adam optimizer. Also, two hidden layers with 10 and 25 

neurons are used in architecture of the model. Model gives 0.56 accuracy with train set and 0.64 accuracy with 

test set. 

 

 
Figure 5: Accuracy of train and test dataset calculated by algorithms 

 

Table 1: Accuracy of train and test dataset 

Algorithm 

Accuracy 

Train Test 

BiGRU 0.7813 0.7807 

GDNN 0.85 0.86 

ANN 0.56 0.64 
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IX. Conclusion 
Here customer segmentation in form of churn and non-churn customers is carried out. Two models are 

proposed based on Deep Learning, BIGRU and GDNN. The reason of selecting BIGRU is due to its faster and 

better performance with small dataset as compared to other RNN models. Also, it deals with under fitting 

problem due to outliers. And reason of selecting GDNN is that it decreases the computation cost by initially 

generalizing optimal weights for the DNN with the help of Genetic Algorithm. The model for churn customer is 

developed to overcome the drawbacks such as computation cost. Here model is applied on whole data which 

gives more general results. Also, number of parameters in this proposed model were decreased which reduces 

the computation cost. Results indicates that BIGRU and GDNN performed well as compared to the vanilla 

neural network. Accuracy of GDNN is high as compared to BIGRU. But BIGRU performed equally well as the 

value of recall and F1 score is high. Further, same model is capable for including more complex information. 

Future work can be done by applying different real life classification problems on the model. 
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