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Abstract: 
In this modern era of Internet, we can express our thoughts through different social media platforms i.e. 
Facebook, Twitter, Instagram etc. The ongoing novel coronavirus disease (COVID-19) pandemic has created 

devastating consequences on our overall health condition. Some of the survivors are experiencing serious 

mental trauma and other mental health issues. To determine the aftereffect of COVID-19 on mental health 

condition, we performed sentiment analysis on their social media posts. This paper primarily focuses on 

sentiment analysis of twitter data written in Bengla language and intends to determine whether the user is 

mentally depressed or not. The expressions of those users are either negative or positive, sometimes neutral. 

Using different contemporary machine learning (ML) algorithms like Naive Bayes, Support Vector Machines 

(SVM), Random forest and Multi-layer perceptron (MLP),  we determined the mental health condition of 

individual user. Empirical results demonstrated that MLP outperformed other techniques in terms of overall 

performance and the frequency of negative tweets has dramatically increased after COVID-19. 
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I. Introduction 
On December 31, 2019, the first COVID-19 case was identified in Wuhan, China [1]. Within 3 months 

after the first detection report, the novel coronavirus (SARS-COV-2) spread out all over the world. On 8th 
March 2020 the first three cases were identified in Bangladesh by Institute of Epidemiology, Disease Control 

and Research (IEDCR) [2]. The pandemic caused an enormous deprivation of our economy and its inhabitants. 

As the internet is available in both urban and rural areas and now people can express their emotions in social 

media i.e., Facebook, Twitter, Instagram etc. Our main target is to identify the mental illness of Bangladeshi 

people. Therefore, we would like to trace the mental health level of the social media users using their posts and 

Artificial Intelligence. Sentiment analysis is a powerful tool to determine the mental health of a user. We chose 

twitter platform as our social media to collect data. At the beginning, we collect data from twitter using twitter 

API, and then preprocess the data for our classifier. We have classified the data into three classes, Positive, 

Negative and Neutral (Ternary Classification) [3][4]. The accuracy of ternary classification is lower than binary 

classification (with only positive and negative polarity) [6] but trained on ternary-labeled data instead of binary-

labeled, utilizing sentiment embedding from data sets made with different distant supervision methods [7]. We 

trained our model using those data and measured the performance of the model by different parameters i.e., 
Accuracy, Precision, Recall and F1 score. After that, we choose the best model based on different parameters. 

And finally, we have chosen three distinct tweeter accounts and test their posts using the model. We have 

performed comparison checking of tweets tweeted before and after the pandemic. 
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Figure 1: Process of basic sentiment analyzer. 

 

II. Material And Methods 
Data Collection 

In this analysis, we have used two main data sets, one of them is prepared by us and another data set 

was taken from Kaggle open dataset (SentNoB)[8]. We prepare the twitter data set by collecting tweets from 7-

2-2021 to 28-4-2021 and the data is filtered with the language ‘Bangla’. We have collected nearly 2300 tweets 

and 1968 of them are suitable to use. Those data are not enough to train our model as Bangla is an extremely 

hard language as well as it has too many dialects [9]. So, we have considered another data set called SentNoB 

from Kaggle, where they have 12193 data collected online. We have merged two data sets and finally got a large 
enough data set where we have 14161 online data to train our model. After that we divide our data set into 

training data set and test set. We take 80% of our data as training data set and 20% of our data as test data set 

[10]. 

 

 
Figure 2: Sentiment analysis architecture 

 

Positive Negative Neutral 

5787 5119 3255 

Table 1: Data Description 
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Pre-processing of the datasets 

The following steps are done to preprocess the tweets. 
1. Remove all URLs (example. www.abcd.com), hash tags (example #topic), targets (@username) 
2. Remove mentions, reserved words (RT, FAV), emojis, smileys. 
3. Remove all punctuation symbols, numbers , Stop Words. 
4. Expand Acronyms 

 
Model Training 

There are two types of learning methods in machine learning. Supervised and unsupervised learning. 

We have used supervised learning to train our model. Supervised learning is divided into two sub-parts when 

data mining classification and regression. We have used classification. It is more convenient and powerful [11]. 

 
Evaluation of Sentiment Classification 

We have some simple equations to calculate the accuracy, precision, recall, and F1 score. 

i. Accuracy = (TP+TN)/(TP+TN+FP+FN) [12] 

ii. Precision = TP/(TP+FP) [12] 

iii. Recall = TP/(TP+FN) [12] 

iv. F1 = (2×Precision×Recall) / (Precision + Recall) [12] 
Where, TP stands for True Positive, FN for False Negative, FP for False Positive and TN is True Negative. 

 Predicted 

Positive 

Predicted 

Negative 

Actual Positive TP FN 

Actual Negative FP TN 

Table 2: Confusion Matrix 

 

III. Result 
Naive Bayes 

It is a simple technique to build a classifier. It is a probabilistic classifier. It is based on the Bayes’ 

Theorem where it finds the probability of an event occurring given the probability of another event that has 

already occurred. It examines a set of documents that have been categorized. It consists of a group of algorithms 
where they share a common feature. We apply this method to train and test our model. The result of our analysis 

is 
 

Table 3: Confusion Matrix for Multinomial Naive Bayes 

 Neutral Positive Negative 

Neutral 62 304 282 

Positive 85 725 354 

Negative 61 293 667 

Table 3: Confusion Matrix for Multinomial Naïve Bayes 
 

 precision recall F1-score support 

Neutral 0.30 0.10 0.14 648 

Positive 0.55 0.62 0.58 1164 

Negative 0.51 0.65 0.57 1021 

Accuracy   0.51 2833 

Macro avg 0.45 0.46 0.43 2833 

Weighted avg 0.48 0.51 0.48 2833 
Table 4: Classification Report for Multinomial Naïve Bayes 

 

Support Vector Machine 

Support vector machine is a supervised learning algorithm which is used in both regression and or 

classification purposes. The input data is nothing but two vectors with size m. Every data which is represented 

as a vector is assumed as a class. Secondly, we find a margin between the two classes which is far from any 

instance. The distance represents the margin of the classifier [5]. It uses a special technique called kernel. It 

simply converts the input dimension. It transforms the lower order dimension to higher order dimension. We 

apply this method to train and test our model. The result of our analysis is 
 Neutral Positive Negative 

Neutral 8 451 189 

Positive 11 883 270 

Negative 18 449 554 
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Table 5: Confusion Matrix for SVM 

 precision recall F1-score support 

Neutral 0.22 0.01 0.02 648 

Positive 0.50 0.76 0.60 1164 

Negative 0.55 0.54 0.54 1021 

Accuracy   0.51 2833 

Macro avg 0.42 0.44 0.39 2833 

Weighted avg 0.45 0.51 0.45 2833 

Table 6: Classification Report for SVM 

 

Random Forest 

Random forest consists of a vast number of individual decision trees that operate as an ensemble. Each 

individual tree in the random forest expectorate out a class prediction. The class with the highest value is chosen 

as the model prediction. We apply this method to train and test our model. The result of our analysis is  
 

 Neutral Positive Negative 

Neutral 198 274 176 

Positive 97 872 195 

Negative 77 266 678 

Table 7: Confusion Matrix for Random Forest 

 

 precision recall F1-score support 

Neutral 0.53 0.31 0.39 648 

Positive 0.62 0.75 0.68 1164 

Negative 0.65 0.66 0.66 1021 

Accuracy   0.62 2833 

Macro avg 0.60 0.57 0.57 2833 

Weighted avg 0.61 0.62 0.60 2833 

Table 8: Classification Report for Random Forest 

 

Multi-layer perceptron (MLP) 

MLP is one kind of feedforward artificial neural network. It has at least three layers, an input layer, an 

output layer, and a hidden layer. All the nodes of the network are fully connected and work as a neuron and they 

use a nonlinear activation function. MLP promotes a supervised learning technique called backpropagation for 

training [13][14]. We train the MLP network with our train data set and test the network with the test data set. 

We set epoch (1 epoch is equal to 1 forward and 1 backward pass) =100 and batch size=32. We got a test 

accuracy as 87.31 % and a train accuracy as 88.79%. 

 
Figure 3: Model performance graph 
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Model Performance Summary 

Here we use three classifier algorithms, the Naive Bayes, Random Forest, and Support Vector Machine 

and one artificial neural network the MLP. We apply those algorithms on the same data set. And get the 
outcome which are shown above. We can see from the figure Fig:3 that the MLP provide the best accuracy and 

it is 87.31% It does not have overfitting error. Random forest provides 62% and both SVM and Naive Bayes 

provide 51%. The main purpose of our work is to find out the mental illness of social media user, that is why we 

take ten tweeter account randomly and check their tweet written in Bangla. We find out the percentage of 

Negative tweets of a user before 5 months and after 5 months of the Covid-19 pandemic. We chose MLP to 

build our proposed model as it ensures the best accuracy. The result is shown in figure Fig:4. 

 

 
Figure 4: Percentage of Negative tweets of user 1 to 10 

 

IV. Discussion & Conclusion 
In this paper we present the mental condition of social media user. We chose twitter account as it is 

easy to collect the twitter data. Here we have used SentNotB dataset, and another dataset prepared by us. Our 

merged dataset contains nearly 15000 instances which are positive, negative, or neutral in label. We applied 

different machine learning approach to train our model using those data. We found that the MLP provide the 

best accuracy. We used this technique to train our model and choose randomly ten twitter account to test their 

tweet.We found that the frequency of negative tweets after the pandemic is more than before the pandemic. 

From figure 4 and 5 we can comment that most of the user’s post has negative polarity than before the 

pandemic. 

 
Table 9: Examples of some of the strongest words from each class 
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