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Abstract: Person re-identification is an automated video surveillance technique and has been extensively 
researched in recent years. The application of person re-identification covers the fields of security, robotics, 

multimedia, and forensics. The research problem which is often raised on the research topic of person re-

identification is the feature representation which easily affected by occlusion (obstacles with other objects). In 

addition, local feature extraction through bounding boxes still contains the background image, so that it does 

not focus on parts of the human body. This research proposes a combination of methods between CNN, SVM 

classification, and semantic segmentation. Cumulative Matching Characteristics (CMC) and mean Average 

Precision (mAP) are evaluation metrics that will be used to measure re-identification performance. 
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I. Introduction 
Person re-identification is a basic technique in the field of automated video surveillance and has been 

extensively researched in recent years [1].  The purpose of person re-identification is to identify the same person 

from a collection of images taken from several cameras [2]. Video surveillance by humans requires a lot of time 

and effort, so that surveillance becomes less effective [3]. Therefore, the person re-identification process can 

automatically improve the quality of supervision significantly [4]. 
The initial period of person re-identification was known in 1997, and developed rapidly after 2008 [5].  

Person re-identification is applied in academic and industrial environments, for example for security, tracking 

people in public places, and behavioral analysis In addition, Person re-identification is also applied to the fields 

of robotics, multimedia, and forensics [3]. The emergence of person re-identification is caused by the increasing 

demand for public security, and camera networks in public places [7]. 

When applied various methods to person re-identification, the general process flow is: 1) Image input, 

2) Image segmentation, 3) Local feature extraction, 4) Feature representation, 5) Feature storage, 6) Detection of 

people and objects in the image [8]. Input data in the form of images of people who are generally taken from 

public datasets. Then image segmentation separates the object from the background and divides the human body 

area [9]. Extraction of local features performed on certain body poses is relatively better than global features 

[10]. Feature representation is obtained from the whole image [11], and is calculated from several color spaces 

[8]. Storage of features can be in the form of files such as research experiments [12]. Detection of people and 
objects in the image is done to find the location of people in the image, and determine the category of objects 

[13]. 

The most widely proposed method for generating feature representations is CNN [14], because CNN's 

success is evident in large-scale visual classification [15]. CNN is a special type of neural network for 

processing data in the form of a matrix in the image [16]. CNN-based learning methods have an impact on the 

progress of research on Person Re-identification [12]. CNN model is used because it can give very good results 

[11]. Meanwhile, in deep learning methods, in general, there is a heavy annotation (data labeling) problem, due 

to intensive data access [12]. 

This paper consists of sections 1, 2, 3, and 4. Section 1 discusses the introduction to the topic of person 

re-identification. Section 2 presents previous studies related to person re-identification. Section 3 discusses the 

proposed method. Section 4 delivers the conclusion. 
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II. Related Work 
Zhao et al. [17] used a region proposal network to detect the body parts. The proposed method from 

Zhao et al.  [18]–[20] combines SIFT features and color histograms into an image feature. While the research of 

Li et al. [3] specifically studied parts of the human body (head, shoulders, upper body, and lower body) using a 

spatial transformer network [21]. 

Varior et al. proposed a Matching Gate method [22] and Long Short-Term Memory (LSTM) [23] to 

develop S-CNN. Matching Gate performs as a comparison of local features on the horizontal line of the image, 

and it could determine the emphasis amount for every pattern of local feature [22]. While the LSTM could 

accept input in the form of horizontal lines, and progressively combines the relevant contextual information 

[23]. 

 

III. Proposed Method 
In this section there is a proposed method for person re-identification. As shown in Figure 1, the 

method which proposed in this study is a combination of methods between CNN, SVM classification, and 

semantic segmentation. The additional methods are marked with a color and a dashed arrow as shown in the 

following diagram: 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

The datasets used in this research are from public datasets: CUHK03, Market1501 (Market), and 
DukeMTMC-reID (Duke). The pre-processing technique used is denoising. Feature extraction in this study uses 

the CNN method. CNN method is applied for training, testing, and semantic segmentation. The classification 

method used is the Support Vector Machine (SVM). In the final stage, the identity of the same person (re-

identification) is done from the images collection.  
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   Figure 1: The diagram of proposed method 
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IV. Conclusion 

This research paper aims to build a fundamental on the upcoming experiment of person re-

identification. Generally, there are three methods in proposed method: CNN as the primary method, while SVM 

and semantic segmentation as the additional methods. Based on the proposed method, there is an expectation 

towards a more robust performance on the upcoming experiment. 
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