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Abstract 
The contribution of Machine Learning Algorithms in the field of education is very huge, especially in the 

prediction of student performance [15]. Many colleges are failing to address the problems that the students face 
in their academic performance as well as in their career. This paper aims at defining the right metric for the 

engineering student’s success and defining the better statistical mechanisms in analyzing the performance of 

students. This also helps mentors to choose the appropriate way in success of their students. In technical 

education like engineering, most of the colleges won’t give much of priority to the non-academic aspects, which 

is the main aspect in getting the desired results and provide the student satisfaction. The machine learning 

algorithms helps at defining the better mechanisms to analyze student performance by using the sophisticated 

predictive techniques [13]. Mentoring, attendance, career interest, native place, their previous academic 

performance are the key attributes for the better performance of the students and even their placement in 

companies. This paper compares the different machine algorithms in predicting student’s performance. This 

paper also helps the mentors and organization in getting their better results in academic as well as their 

student’s placement. 
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I. Introduction 
Students’ academic performance and success are the major concerns to the management, faculties, 

stakeholders like parents, government especially in the higher education because the student’s success will have 

direct impact on the development of any nation in the current era. In this paper many variables like previous 

grades, student’s native place, career interest, urban/rural, sex, age, electives, cbsc/non-cbsc, attendance, student 

motivation and mentors counselling attendance, CGPA, SGPA are considered. 

In order to start the process, for prediction of academic performance of an engineering student, first the 

primary data is collected, upon different indicators, both academic and non-academic aspects are considered for 

evaluating the academic success of the engineering graduate students and is cleaned. The machine learning 

(ML) algorithms are suitable for predicting and analysing. The various methods are used in cleaning the primary 

data [discussed in the paper: “Quantitative analysis of educational data mining” [13]]. A framework was also 

developed for the prediction of student performance with the cleaned dataset obtained from engineering 

universities [14]. In this paper, the comparison of 5 important ML algorithms is illustrated, and it has been 
observed that the Naïve Bayes algorithm achieved a stronger result with the right indicators. SPSS an IBM tool 

also helps in choosing the right metrics for the analysis. Based on the proposed model, it was clear that the 

attendance, past academic performance, career interest, motivation to the students especially in the 1st, 2nd and 

3rd of engineering were the most important and influential variables. [10]. 

 

II. Literature Survey 
The stronger results will be achieved by considering the factors like family relationships, parents 

education, especially the mothers education in the study Yalcin Ozkan[10], in this the model is developed using 

neural networks and then compared with the 6 various machine learning algorithms.  
Many studies have been conducted to highlight the usefulness of "Data Mining" approaches in higher 

education like technical/non-technical education, indicating that this is the best approach and concept for 

obtaining relevant and accurate information regarding student behavior and learning effectiveness [4]. 

Abeer and Elaraby [2] did research on developing categorization criteria and forecasting students' 

achievement in a particular course programme based on the activities and behavior of the students which is 

collected previously.  They [1] used numerous features from the university database to process and analyse the 
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data during a six-year period (2005–10). This study predict the students' final grades in the chosen course, as 

well as “assist students in improving their performance, identifying those students who needed special attention 

to reduce failing ratio and taking appropriate action at the right time” [1]. 
Several investigations have been conducted under the proposed study object. Bhardwaj, for instance, 

employed the Nave Bayes algorithm to prediction in education system using thirteen variables [5]. The survey is 

conducted on BCA students from university in Faizabad, India, those who has completed their final exam in 

2010. The extraction of data is done by using different substantial approach. 

Tek Bist Bithari and sharan Thapa[12] the prediction of engineering students based on the different 

factors, family background, past educational records, and other factors and applied different techniques of data 

mining like SVM, Decision Tree, regression and ensemble method to get the good results of their research. 

The success of the students is directly proportionate to the academic motivation to the student, Ivana 

Durdevic Babic[9] has discussed about the academic motivation of the students and he used 3 ML classifiers 

like, neural networks, SVM and decision tree. The researcher has taken the data for the course LMS and found 

the efficient classification model among three is the Neural network model.  
Aimad Qazdar[11] in this research, he proposed a framework based on the ML algorithms at the 

Morocco high school for the performance prediction of some group students in the science department . The 

student data set is collected from the SMS-Masaar, a learning management system. He has considered 2nd 

semester and national examination marks in the prediction of student’s in his proposed model.. 

Okereke GE[7] in his paper a small set of data is considered for his analysis and used Decision Tree 

algorithm in training and testing of the dataset and two dissimilar dataset. He observed that the more accuracy is 

based in the dataset used and trained and not the classification algorithm. 

In the research conducted by Chhaya saraf[6] in the medical college to improve the student’s 

performance. The 53 1st semester students were selected (selection for poor performance) and the mentoring 

program has conducted and the feedback has taken from the students. This mentoring program helped the 

students in achieving higher mean score of the results in the next internal assessment among 98.1% slow 

achievers. 
Jyoti Kumari[8] in her research used traditional ML algorithms like linear regression,  k-nearest 

neighbour algorithm, decision tree algorithm , Bayes algorithm, and also analyzed for the student placements in 

companies based on their SGPA and CGPA and observed that the Naïve Bayesian algorithm gives the more 

accuracy in predicting GPA of student. 

 

III. Comparison of Ml Algorithms With Results 
More than 2000 student data is collected from the 2 different universities in the Bangalore. The main 

variables chosen are marks, attendance, mentoring information, urban or rural background, CBSC or Non-

CBSC, bridge course pre and post-test marks, pre-university marks, sex, age, grades obtained in the exams in 
the first year engineering and possible values are separated in to FCD, Distinction, 1st class, 2nd class and fail. 

Their attendance is one of the important variable in the future prediction. The data is collected from different 

sources, different departments and learning management systems, and cleaned using various cleaning 

techniques/methods and the machine learning algorithms are applied for the analysis. 

 

3.1 DECISION TREE LEARNING 

Decision Tree Learning (DTL) is a well-known supervised learning technique that use decision trees. It 

is the Learning model, which is a tree-like hierarchical decision-making paradigm. They aid in the identification 

of a strategy that leads to a final choice. Both regression and classification problems can be solved using 

Decision Tree Learning. This algorithm's primary requirement is that the data be discrete. The entire dataset is 

initially treated as the root node, from which the tree is constructed. Nodes are produced by recursively 
distributing the attributes in the dataset to build the tree. In the identification of the particular attribute in each 

levels for the root. Two techniques namely Information gain and Gini Index is used, and ID3 algorithm was 

used. 

 

3.1.1 Attribute Selection Measures: 

Information Gain: 

The entropy means the amount of impurity in the system, considering different aspects. In this 

information theory, the impurity in a group of systems. The average entropy computes after split of the dataset. 

The decision tree algorithm ID3 (Iterative Dichotomiser) makes use of gained information. 
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Gini index 
To create the split points Gini method is used in Decision tree algorithm. 

 

 

 

Pi=probability and arbitrary tuple in D   class C,  
 

 

The Gini index (GiniA)of D is: 

A small amount of Gini index taken as the dividing point for each pair of neighboring values. 

 

 

Sample Results 

The decision tree algorithm ID3 (Iterative Dichotomiser) makes use of gained information and here are results: 

 
Fig 1: ID3 results 

 

3.2 CLASSIFICATION 

This is a supervised learning algorithm that classifies the given data into categories. Such learning 

models work by surmise a function from a labelled training dataset. The training datasets are composed of 
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training examples, input vector pair and an expected output value pair. The algorithm when given a new 

observation, decides as to which category it belongs to by comparing it with the training examples. For instance, 

the Naïve Bayes classifier was used in this project.  
 

3.2.1 Naïve Bayes Classification 

The Naive Bayes classifier is a collection of classification algorithms and it is based on Bayes’ Theorem. In 

Naïve Bayes a family of algorithms, every pair of features are classified and are independent, but they share a 

common principle. 

 

Bayes’ Theorem 

 

Bayes’ theorem is mathematical equation:  

 

Fig 2:  Results Naïve Bayes 

 

3.3 LOGISTIC REGRESSION 

This is a classification ML algorithm which is helpful in predicting the probability of a categorical 

binary variable or dependent variable. In the logistic regression, yes or no are the values of the dependent 
variable i,e  a binary variable and these values are coded as 1 (true, yes, success, etc.) or 0 (false, no, failure, 

etc.).  
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Fig 3: Results 1- Logistic Regression 

 

 
Fig 4: Results 2- Logistic Regression 

 

 
Fig 5: Results 1- Logistic Regression 

 

3.4 K-NN ALGORITHM: 

The K-nearest neighbors (KNN) is comparatively easy for the implementation in its basic form as it is a 

supervised ML algorithm. This also performs the complex tasks like classification in few situations. Sometimes 
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this algorithms named as lazy learning algorithm, which has no fixed training phase. The training of the data can 

be done for entire data. The most useful feature is non-parametric, KNN doesn't assume anything about the 

underlying data. 
 

Fig 6: K-NN Results 
 

3.5 CLUSTERING 

The Clustering is an unsupervised algorithm which works on grouping. The grouping is done among the data 

points in a way that it points in the same group which have more similarity than that of another group. This can 

be achieved by comparing these features of the data points and mapping. K-Means clustering algorithm was 

used and the results are obtained. 

 

3.5.1 K-Means Clustering 

K-means clustering is a vector quantization approach that originated in signal processing (SP) and for clustering 

analysis in data mining.  
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Fig 7: Dataset used for K-Means 

 

3.6 PREDICTION 

Prediction is a technique used to forecast the possible future values of a system by analysing the given 

training dataset. The training dataset comprises of training examples. These training examples can consist of the 

past values of the system. The basic technique used for prediction is regression. Regression is a technique in 

inferential statistics that gives inferences by statistically analysing one or more dependent and independent 

variables. For complex prediction one can used more sophisticated techniques such as logistic regression, 

Classification and Regression Tree (CART) etc. For instance, Linear Regression was used. 

 

3.6.1 Linear Regression 

The Linear regression predict a dependent variable (y) value, for an independent variable (x).  

The equation-for line : 

Y= mx + b 

The three main evaluation metrics of Linear Regression are: 

Mean Absolute Error (MAE):  

 

Mean Squared Error (MSE) :  

 

       Root Mean Squared Error (RMSE):   
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Fig 8: Figure: Sample Results with Mean Absolute Error: 0.9 

 

 
Fig 9: Results –Linear Regression 

 

IV. Conclusion 
In this paper the different machine learning (ML) algorithms are compared in predicting the student’s 

performance. It has been observed that the attendance, motivation and counselling to the student’s in the right 

time, career interest produces the fair results in their academic performance and even their placements in the 

engineering colleges. This paper also compares the results between different ML algorithms. It is observed that 

the Naïve Bayes algorithms will give good results compared to others. This paper helps the mentors to council 

and motive the students in right approach for their success. On the tip of iceberg, this paper serves the best 

purpose for the further research in the field of EDM. 
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