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Abstract: 
Background: Diabetes mellitus (also referred to as "diabetes") falls under the category of metabolic disease 

elevating blood sugar levels, which over time may cause severe damage to the heart, blood vessels, eyes, 

kidneys, and nerves. A hormone, Insulin that is produced by pancreas tends to move sugar from the blood to 

cells in the body to store or use for energy. Diabetes is a medical condition that weakens the body's ability to 

process blood glucose (known as blood sugar). It happens by either inadequate insulin production (Type-1 

diabetes) or Inadequate sensitivity of cells to the action of insulin (Type-2 diabetes). Gestational diabetes, a 

third type, is a kind of diabetes seen in pregnant women and is associated with both mother and child 
complications. It puts the mother and her child at a higher risk of developing type-2 diabetes later in their life. 

Diabetes mellitus (Type-2) sometimes develops to indicate other underlying diseases, such as a genetic 

syndrome, such as myotonic dystrophy, pancreatic disease, or drugs, such as glucocorticoids. Diabetes (type-2) 

has been a significant health issue in the past three decades and has risen dramatically in countries of all 

income levels. Approximately 422 million adults worldwide have diabetes, which corresponds to 1 person in 11 

diagnosed with diabetes, and 1.6 million deaths are directly attributed to diabetes each year (data from World 

Health Organisation (WHO)). The International Diabetes Federation (IDF) predicts the figures to reach 628 

million by 2045. Over that, around 79 million are pre- diabetic, a condition where the blood glucose is not 

sufficiently high to be diagnosed and declared as diabetic. 

With increased awareness with a timely and accurate diagnosis, diabetes could be treated more effectively or 

even be prevented using the already available medication. The same will help select the appropriate treatment 
and make necessary lifestyle changes as nothing, but early identification is the remedy to avoid complications. 

For several years now, multiple studies have been conducted  for the same with the primary objective to predict 

what variables cause diabetes at a higher risk and provide a preventive action towards such an individual. 

Several parameters are considered as described later. To prevent or delay the onset of type-2 diabetes, one 

should have a healthy diet, maintain healthy body weight, do regular physical activity, and avoid tobacco use. 

Materials and Methods: The statistical and machine learning models come into use for the critical part of 

diabetes detection/ prediction. Several research pieces show that using various classification algorithms of 

machine learning approaches is widely successful in the accurate and early diagnosis of diabetes. Using Data 

Mining alongside Machine learning algorithms gives an extra because of the capability to handle large 

amounts of data, combine data from various sources, and integrate the study's background information. 

Medical healthcare systems are rich in information, and the wise use of this data can produce some predictive 

outcome. Pima Indian women in Arizona have participated in an intensive diabetes study. The observed result 
has been provided publicly, used in several research papers and studies related to diabetes. In this research, we 

have used the same (Pima Indian Diabetes Data) for performance analysis of the proposed algorithms. The 

dataset covers factors responsible for an individual female over the age of 21 years with a varying medical 

history, to be diabetic along with the received outcome (diabetic(1) or not diabetic(0)). 

Results: In this work, Artificial Neural Network, Classification and Regression Tree (CART), Logistic 

Regression and Random Forest machine learning classification algorithms are used and evaluated on the Pima 

Indian dataset to check the accuracy and performance of prediction of diabetes in a patient. The features in 

data were used to train an Artificial Neural Network, Classification and Regression Tree (CART), Logistic 

Regression, and Random Forest algorithm achieving an accuracy of 76.5%, 66.2%, 79.2%, and 75.3%, 

respectively. The experimental performance of all four algorithms are compared and cross-checked on two 

software, namely, Rapid Miner and KNIME (version 4.3.0), and the results observed were very comparable. 
Conclusion: The Logistic Regression Machine Learning algorithm gives the most accurate results, followed by 

the Artificial Neural Network, , Random Forest, and Decision Tree, respectively. 
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I. Introduction 
Diabetes mellitus(Diabetes) is considered one of the deadliest chronic diseases which cause an increase 

in sugar level, affecting millions of people worldwide. Many complications occur if diabetes remains 

unidentified and untreated. So, an early and accurate diagnosis of diabetes has crucial importance for the 

treatment of patients. The machine learning approach for diagnosing diabetes includes the design of several 

algorithms that can predict the possibility of diabetes in patients with maximum accuracy. In this study, four 

well-known classification algorithms that are Artificial Neural Network(ANN), Classification and Regression 

tree(CART), Logistic Regression(LR) and Random Forest(RF) - approaches are proposed to detect diabetes at 

an early stage. All four algorithms' performance is evaluated on the Pima Indian diabetes dataset and compared 

on two data mining platforms: KNIME and RapidMiner. The results obtained show that Logistic Regression 

outperforms by attaining the highest accuracy of 79.2% compared to other algorithms. In contrast, the accuracy 

of the other three are as follows:Artificial Neural Network (76.2%), Classification and Regression Tree (66.2%), 
and Random Forest (75.3%). 

 

II. Material And Methods 
The following subsections show how the diabetes prediction model has developed and the tools used 

for the same. The proposed procedure is summarised in the form of a model diagram, as in the figure below. It 

demonstrates the flow of the research conducted in constructing the model. 

 

 
Fig. 1: Overview of the process to test the performance 

 

Pima Indian Diabetes Dataset 

The dataset we used for this research paper is obtained initially from the NIDDK (National Institute of 

Diabetes and Digestive and Kidney Diseases) of the United States. Pima Indian dataset aims to diagnostically 
predict whether a patient has diabetes, using the diagnostic measurements included in the dataset. During the 

selection of instances, multiple constraints were put into place. This dataset contains details of female patients 

aged 21 years and above from Pima Indian Heritage, coming from a population near Phoenix, Arizona, USA. 

The dataset has 768 records, out of which 268 instances are of 1 (diabetic), and 500 cases are of 0 (not diabetic). 

Each of the 768 instances has eight numerical attributes, which are medical predictor variables and the 

outcome(if 1, it is interpreted as "tested positive for diabetes"; if 0, it means "tested negative for diabetes"). 

The following are the predictor variables in the Pima Indian Diabetes Dataset: 

1. Number of times pregnant (Pregnancies), 

2. Plasma glucose concentration at two h in an oral glucose tolerance test (Glucose), 

3. Diastolic blood pressure (mm Hg) (blood pressure), 
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4. Triceps skinfold thickness (mm) (SkinThickness), 

5. 2-h serum insulin (mu U/ml) (Insulin), 

6. Body mass index (BMI), 
7. Diabetes pedigree function (DiabetesPedigreeFunction), and 

8. Age (years) (Age). 

This dataset also contains the Missing Attribute Values, which are handled using features in our selected 

software. 

 

TABLE 1: Overview of the attributes in the Pima Indian dataset as used in this study 

 
Attribute Type 

Pregnancies Numeric 

Glucose Numeric 

BloodPressure Numeric 

SkinThickness Numeric 

Insulin Numeric 

BMI Numeric 

DiabetesPedigreeFunction Numeric 

Age Numeric 

Outcome 0 or 1 

 

Various machine learning models for prediction and classification ought to give accurate predictions to 
create real value for a given problem. The evaluation of a model should aim to maintain the delicate balance 

between experimentation, intuition and reckon the generalisation accuracy of a model on given data without 

being confused by the randomness. A model generalises to new, previously unseen data is an important factor 

along with training a model. 

 

Evaluation of a machine learning model's performance can be broadly done by using the following methods: 

 

III. Partitioning 
Partitioning, also known as a splitting method, is used to estimate machine learning algorithms' 

performance. Such algorithms function by making data-driven predictions through the train-test split procedure. 

This procedure divides the original dataset into two most common subsets called training set and test set. The 

training set is employed to train the model, and the test set, which is independent of the training set, is used to 

evaluate a final model fit on the training dataset. 

The training-test split procedure estimates machine learning algorithm performance on new data (that 

is not used for model training). If the model is evaluated with the same training data, it serves no purpose as it 

remembers the training data instead of generalising it. This method provides multiple ways to split the original 

dataset into training and test dataset and performs best on a sufficiently large dataset. 

 

Working: 

This procedure usually divides the whole data into two subsets, i.e., a training set and a test set. 

The training set is a set of data taken from the original dataset used during the learning process and trains the 
model by making probability distributions. 

The test set is provided with the remaining unseen data from the original dataset (not used in the training 

dataset) but follows the same probability distribution as the training set. The Test data elements are provided to 

the model to make the predictions to estimate the model's accuracy in classifying new data. These predictions 

are compared to the expected value, which is computed from training set data. 

One main configuration parameter considered during splitting two subsets is the train and test sets' size. 

Different software has different configurations with no minimum split percentage. 

The most common split percentages are: 

• Train: 80%, Test: 20% 

• Train: 67%, Test: 33% 

• Train: 50%, Test: 50% 
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Fig. 2: Working of the partitioning method 

 

IV. Cross-validation 
Cross-validation is a kind of model validation method used for assessing how the results of a statistical 

analysis will generalise to a particular independent dataset. For prediction, a model is usually given a dataset 

divided into a training set and test set. The training set is given available data to train the model, and a dataset of 

unknown data(not used for training set) is given to the Test set (or validation set) against which the model is 

tested. The objective of cross-validation is to test the model's ability to predict the new data, which was not used 

in estimating it (training set). 
There are generally two types of cross-validation techniques: 

• Exhaustive: In Exhaustive cross-validation, the method tests on all possible combinations to partition 

the original dataset into training and test sets. 

• Non-exhaustive: In Non-exhaustive, the original dataset is not separated into all possible combinations. 

It does not compute all ways of splitting the original dataset. E.g., k-fold cross-validation, which we have used 

to test our selected algorithms. 
 

Working: 

One iteration of cross-validation involves the division of the dataset into complementary subsets. The number of 

subsets is given by 'k-folds,' where k is any natural number. A value k=10 is very common for the prediction 

models in the field of machine learning. 

Steps: 

• The original set is partitioned into k equal size subsamples. 

• Out of numerous k samples, only one subsample is retained as the validation data, which is utilised for 
testing the model, and the remaining k-1 subsamples are used as training data. 

• For each iteration: 

• A different test data set is chosen. 

• The remaining subsamples are automatically considered as the training data set. 

• Model is trained by a training dataset and evaluates it on the test dataset. 

• The result is retained, and the model is discarded. 
 

The same process is then repeated k times (the folds). The k results from the folds are then averaged or 

combined to produce a single estimation. 

 
Fig. 3: Working of cross-validation method 
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Cross-validation performs better than the partitioning method with almost every machine learning 

algorithm because it allows the model to train on multiple train-test splits, which indicates how well the model 

will perform on unseen data giving more accurate predictions. Cross-validation enables us to make predictions 
utilising all the data. In complex machine learning models, using the same data as training sets (like in the 

partitioning method) in different steps can create problems, leading to the model's reduced prediction accuracy. 

 

Softwares: 

To predict the results and evaluate different machine learning algorithms' performances, we used two 

data mining cum analytics platforms that effectively depict how effectively the chosen algorithms have worked. 

With the detailed reports about the algorithms' operations provided by the chosen software, we could judge the 

algorithms' working and choose the best from the ones selected. 

 

KNIME (Konstanz Information Miner) 

KNIME (Konstanz Information Miner) is open-source software that helps its users with data analytics, 
reports, and integration at no cost. This software is based on Java and works on most operating systems. It 

consists of various machine learning and data mining components that can be exploited to extract insights from 

data, access and transform data using different tools. It provides a GUI based platform, making it easier to build 

the workflows and perform almost every kind of analytics. KNIME is considered one of the best ETL (extract, 

transform, load) tools as it is easy to perform tasks and interpret the results. KNIME has found its business 

intelligence applications, financial data analysis, text mining, and CRM customer data analysis. 

We used KNIME (version 4.3.0) for our research. The simple drag and drop interface makes it easy to complete 

data flow through various Machine Learning algorithms. In this software, each node is configured and then 

executed, which implements your task's function. Every time a node is to be executed, all the predecessor nodes 

should have previously been successfully executed, and hence all data is available at the input ports. 

• Load the data file: This is the first step, which allows the user to load the data they want to work on 
from their local device. Properties of the data set (here, Pima Indian Diabetes Dataset) are then specified, and 

later it is executed. 

• Select the method to train and test data: Knime offers multiple ways to train the data, including the 

previously mentioned partitioning and cross-validation method. For our research, we have chosen X-Partitioner, 

which is a cross-validation model. All nodes passing through this node are executed as often as iterations should 

be performed (we specified ten iterations). This node was then executed. 

• Normaliser: In this node, all the values of the selected columns are normalised. We set up two paths 
from normaliser onwards, one for learning and the other for predicting. This column is necessary as Random 

Forest, Decision Tree, and Logistic Regression require nominal values. From the multiple methods offered, we 

used the min-max normalisation on all the columns wherein the maximum value was 1, and the minimum value 

was 0. The node was then executed. 

• Number to a string: At this node, the selected columns' numerical values are converted into a string 

data type. This node was necessary to add to the chain as Random Forest, Decision Tree, and Logistic 

Regression model required string values in the predicting column. Only the outcome column was converted, 
and then the node was run for both learning and predicting paths. 

• Learners: Four learner nodes are added to the number to string (training) node, one for each method. 

At this node, the classification model for each algorithm is added to the main memory. Then the algorithm 

learns from the training data. We have the following nodes: 

• Decision Tree Learner 

• Logistic Regression Learner 

• Neural Network (MLP) Learner 

• Random Forest Learner 
Each of these nodes is configured and then executed. 

 

• Predictors: For each algorithm, four predictor nodes are added to the number to string (testing) node 

with one input from their respective learner. Each algorithm's existing model is used to predict the class value 

for new patterns at this node. We have the following nodes: 

• Decision Tree Predictor 

• Random Forest Predictor 

• Logistic Regression Predictor 

• Neural Network (MLP) Predictor 
Each of these nodes is configured and then executed. 

• Scorer: This is the final node that helps gauge the performance of each node. There is a different 
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scorer for each predictor, which compares two columns by their attribute values and shows the confusion matrix 

with the number of matches in each cell and the accuracy results. After configuring, the note is executed, and 

we focussed on the p accuracy results. 
 

 
Fig.4: User interface and process overview of KNIME (version 4.3.0) 

 

RapidMiner Studio (Version 9.8) 

RapidMiner is a data science platform that can be exploited to perform data mining, text mining, data 

preparation, machine learning, and predictive analysis. This software package is cross-platform and functions 

on Java. Moreover, it is an all-in-one tool that offers its user work on raw data, which is then automatically 

analysed on a large scale. It provides hundreds of innovative data preparation and machine learning algorithms 
to assist different data mining projects. This platform is easy to use and includes a drag and drop process and 

the automatic building of different data mining models to compare and choose from the best. RapidMiner can 

be utilised for business, commercial, research, training, and education purposes due to its robust performance. 

To support the results that we obtained from KNIME, we used RapidMiner Studio (Version 9.8). We executed 

three algorithms and compared their results using one of its extensions, AutoModel. It allows us to build the 

models and validate them. AutoModel lets us create our process and modify it according to our requirements. It 

mainly works on three important categories of the problems: 

• Prediction: Prediction is used to predict the outcome of the given data. 

• Clustering: Clustering helps you to group similar data from the dataset. 

• Outliers: This can be selected when you want to detect the data's outliers, which means measuring the 
distances between the relative points and data densities. 

The prediction section solves problems related to classification and Regression. To evaluate the performances 

of the algorithms, we have used the prediction section. It provided us with the various relevant models for the 

execution and the comparison of the results. We worked on three algorithms, namely, Decision Tree (CART), 

Random Forest, and Logistic Regression, for our research. AutoModel has a straightforward process, and it 

tends to make the task effortless. Below mentioned are the steps that can be followed to validate the models for 

solving classification and regression problems. 

• Load Data: This lets the user load the data from the local devices that they want to work on and also 
provides its datasets as an option for a user to choose. 

• Selecting Task: The next step involves selecting the category from the three options, i.e., Prediction, 

Clustering, and Outliers, where we opted to predict whether the patient has diabetes. 

• Preparing Target: As the outcome has only two values, for the diabetic patient, it is "range 1." For 
non-diabetic, it is "range 2" while preparing the target, the "class of highest interest" for us is "range 2" as the 

precision and recall values depend on the positive result. 

• Selecting inputs: Here, the user can select the data attributes to make the prediction. It also suggests to 

the user which attributes might help them get the precise results and gives them an option to discard the ones 

that will not be helpful. 

• Model Types: In this section, we list all the classification models we want to execute. It gives us an 
option to select the required ones; here, we opted for Decision Tree (CART), Random Forest, and Logistic 

Regression. 
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• Results: This is the last step where the models' execution occurs, and the results are displayed 
according to the models' performance. The comparison part provides an overview of where the models are 

compared, and the bar chart represents the performance. We also get to view the results of the individual models 

that help us understand them more correctly. 

 

Another added benefit of using AutoModel is that it gives the result and helps us comprehend the 

results, where for specific models, it gets hard to understand the inner logic at times that is when we can view 

the whole process and understand the algorithm. Under the section "Model Simulator," the" Open Process" 

displays the whole process and helps us validate the models. 

 

 
Fig. 5: User interface and process overview of RapidMiner (version 9.8) 

 

V. Literature Review 
Diabetes is considered one of the fatal diseases, and its rapid spread has been one of the major 

concerns in today's medical world. Diabetes is caused due to either of the two mechanisms: inadequate 

production of insulin or insufficient sensitivity of cells to insulin action. The early detection of diabetes mellitus 

can help an individual take appropriate steps and further prevent health issues. Timely treatment and proper care 

can be useful to stop the spread of the disease. With advanced technology and abundant medical information, it 

is possible to develop effective detection methods. We have used the four algorithms of Machine Learning, 

namely Decision Tree (CART), Artificial Neural Network, Logistic Regression, and Random Forest, to exploit 
and enhance the disease's early detection process. 

The working of the algorithms is described as follows: 

 

Artificial Neural Network 

Artificial Neural Networks is a set of models simulated by the biological neural network and are used 

for estimation or approximation of functions that can depend on many unknown inputs. Artificial neural 

networks are represented as systems of interconnected "neurons" that exchange messages with each other. The 

connections have multiple weights that tune themselves based on experience, making neural networks adaptive 

to inputs and capable of learning. ANN typically has three defining parameters: 

• Pattern of Interconnection: Between neuron's various layers 

• Learning Process: Updates the weights of the interconnection 

• Activation Function: Converts neuron's weighted input to its output activation by determining whether 

each neuron's input is relevant for the model's prediction. 
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Fig. 6: Working of Artificial Neural Network (ANN) 

 

Mathematical Definition 

A neural network function f(x) is defined as a composition of another function gi(x), which can further 

complement other functions. The mentioned can easily be represented as a network structure, which depicts 

dependencies. 

 

where K (or the activation function) is some 

predefined function, such as the hyperbolic tangent. 

 

Rprop MLP 

In our research, out of the multiple available options to implement Neural Networks, we used the Rprop MLP 

approach. 

 

Resilient back-propagation (Rprop) 

Rprop stands for Resilient back-propagation and is an algorithm that can train a neural network in a very similar 

way to the regular back-propagation. It differs from the regular back-propagation in two main ways: 

• Training data using Rprop is often faster than training the same data using back-propagation. 

• Rprop does require any free parameter values to be specified, as opposed to the back-propagation, 

which requires values for the learning rate. 

 

Multilayer Perceptron (MLP) 

Multilayer Perceptron or MLP is a deep artificial neural network that is composed of multiple 

perceptrons. It receives input signals from the input layer, and the output layer makes decisions or predictions 
on the input. Between the output and the input layer are an arbitrary number of hidden layers that are the real 

computational engine of the MLP. Each layer is capable of approximating any continuous function. 

Multilayer perceptrons are mainly used for supervised learning problems. A set of input-output pairs 

are trained and then learn to model the correlations between inputs and outputs. The training aims to minimise 

errors by adjusting parameters/weights and biases using back-propagation. 

Artificial Intelligence, along with its various tools and techniques, has helped detect diabetes early by 

extracting information from enormous amounts of data. The factors responsible for an individual to be diabetic, 

which have been well researched across people of various ages and lifestyles, are used for the prediction. 

Artificial Neural Network is a preferred technique for early diagnosis as classification and prediction are 

essential applications. It is necessary to do so based on risk factors in a disease like diabetes. The predictive 

capability within a fully trained dataset and on unseen data is analyzed. 
 

CART 

Decision Trees are vital for predictive modelling machine learning. Classification and Regression 

Trees also referred to as CART, is one such decision tree algorithm that can be exploited for both classification 

and Regression of predictive modelling problems. 

CART Algorithm: 

• It starts at the basis node using all the training instances 

• An attribute is chosen based on the splitting criteria (Gini Index) 
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• Instances are then partitioned recursively consistent with the chosen attribute 
CART utilises Gini Impurity, a measure of how randomly chosen elements from the given data set would be 

mislabeled if the label 

distribution had randomly labelled it. 

where n represents the total number of classes within the node and p is that the node's class distribution. After 

measuring impurity within the given data set, CART then generates a binary tree that splits the information in 

the decision tree. 

 

CART is a resilient data mining tool that is mechanised to look for the crucial relationships and the behaviour of 

the data and automatically identifies the hidden patterns in the highly complex data. It is a reliable method. It 

does not require any advance assumptions about the elemental distribution of attribute values in the given data. 

Unlike other methods, CART continues to recursively split the data even after the best split is found until no 

more splitting is possible. Moreover, CART does not stop in between while the tree-growing process takes 

place. It drills down to the maximum levels by pruning away the maximal tree branches after it is generated not 

to miss any useful information. 
 

Logistic regression 

Logistic Regression is a classification algorithm often used to predict an outcome variable that is binary or 

multi-class dependent variables. It is used to model the probability of a particular class or event existing when a 

dependent variable is categorical such as pass/fail, win/lose, alive/dead, or healthy/sick. 

 

 
Fig. 7: Working of Logistic Regression 

 

Logistic Regression uses a logistic function (also known as a sigmoid function) at the core of the method, which 
justifies the name' Logistic Regression.' In linear Regression, the output value being modelled is a binary value 

(0 or 1) rather than a numeric value. It builds the model to predict the peculiar occurrence instead of point 

estimate event 

 

Mathematical Definition 

The logistic Regression is represented using a logistic or sigmoid function which is a common S-shaped curve 

with equation 

Where e is the base of the natural logarithms, and x 

is the actual numerical value detected. 

 

Logistic Regression is a classification algorithm and also predicts a categorical or qualitative output variable. 

While predicting Diabetes Mellitus, certain various features are considered glucose, blood pressure, Insulin, 

BMI, and age. LR can be used to predict discrete functions. It is fast at classifying unknown records too. Based 

on the classification, the LR model functions all discrete features(x) and gives single-output(y) for the 

prediction – whether the patients have diabetes or not, Logistic Regression being more comfortable to 

implement and interpret, it is less inclined to overfitting. 
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Random Forest 

Random Forest is a commonly used Machine Learning algorithm that is mainly used to solve 

classification problems. This method is purely based on ensemble learning. The various algorithms are used to 
acquire more nuanced performance than those acquired from any other integral learning algorithms alone. 

Random Forest, works on generating various uncorrelated decision trees that together as a whole form a forest. 

Every tree in the random forest gives a class prediction, and the one with maximum votes is filtered out of the 

forest. 

Understanding the working of the Random Forest algorithm: 

• The first step involves selecting random samples from the particular dataset to be used. 

• The algorithm will generate a decision tree for every sample that it selects and obtain the prediction 
result from each decision tree. 

• This step involves voting for each predicted result. 

• The most voted prediction result is selected as the final result. 

 

Fig. 8: Working of Random Forest 

 

 

The varied nature of this algorithm is the reason why it provides us with the most accurate results. The 

unrelated models tend to produce ensemble predictions that outperform the predictions made by the single 

model. It is known to eliminate overfitting by combining the multiple decision trees' results and coming up with 
the most precise result. 

Random forest is one of those machine learning algorithms which is more adaptable towards the 

ensemble approach. It is a convenient and manageable technique that produces excellent outcomes, mostly 

without setting any super parameters. Some additional features that make it more functioning are its ability to 

estimate missing data. Weighted Random Forest (WRF) is one of its methods that balances error in imbalanced 

data and can handle missing values. Also, the importance of variables used in the classification is estimated by 

this method. Random Forest, being an ensemble learner, is highly capable of handling large datasets. 

 

VI. Performance Evaluation 
Performance of all the four algorithms with result screenshots of both software. 

 

KNIME 

All the algorithms on KNIME were tested individually, as mentioned earlier. The dataset used to test 

these methods is Pima Indian Diabetes Dataset. When tested, the accuracies of the four algorithms that we got 

on KNIME in ascending order are as follows: Decision Tree (CART): 66.2%, Random Forest: 75.3%, Neural 

Network: 76.6%, and Logistic Regression: 79.2%. As the order suggests, Logistic Regression outperformed all 

the other three methods with the highest accuracy rate. In contrast, Decision Tree (CART) had the lowest 

accuracy among all the methods. 
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Fig. 9: Accuracy result on Knime using scorer for Artificial Neural Network (rProp MLP) Predictor on Pima 

Indian Dataset 

 
Fig. 10: Accuracy result on Knime using scorer for Decision Tree Predictor on Pima Indian Dataset 

 
 

Fig. 11: Accuracy result on Knime using scorer for Logistic Regression Predictor on Pima Indian Dataset 

 

Fig. 12: Accuracy result on Knime using scorer for Random Forest Predictor on Pima Indian Dataset 

 

 

RapidMiner 

To test the algorithms on RapidMiner, we utilised the AutoModel that builds the model and compares 

the result of all the classifiers. The results were parallel to the ones that we obtained from KNIME. The 

algorithms that we tested are Decision Tree (CART), Logistic Regression, and Random Forest. These were 

tested on Pima Indian Diabetes Dataset. All the classifiers performed differently and gave different results. The 

classifiers' accuracy in ascending order is as follows: Decision Tree (CART): 70.8%, Random Forest: 72.2%, 
and Logistic Regression: 74%, where it showed that Logistic Regression had the best performance among the 

two. Simultaneously, the Decision Tree with the lowest accuracy had the Fastest Scoring Time that accounted 

for 112 milliseconds and the Fastest Total Time of 306 milliseconds. Random had the best gain of 40 compared 

to all the other algorithms. 
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Fig. 13: Accuracy of all the three algorithms tested on AutoModel in RapidMiner 

 
 

VII. Result 
Running the Pima Indian Dataset on KNIME software and the RapidMiner software, the following results were 

obtained. 

TABLE 2: Result of all the methods on data mining platform 

 
Methods KNIME (accuracy %) RapidMiner (accuracy %) 

Artificial Neural Network 76.5 - 

Decision Tree 66.2 70.8 

Logistic Regression 79.2 74.0 

Random Forest 75.3 72.2 

 

Running the Pima Indian Dataset on KNIME software resulted in the Logistic Regression Machine 

Learning Algorithm outperforming the other three algorithms (namely, Artificial Neural Network, Decision 

Tree and, Random Forest) with an accuracy of 79.2%. The Artificial Neural Network (Rprop MLP) Machine 

Learning Algorithm followed with an accuracy of 76.5%. Then is the Random Forest Machine Learning 

Algorithm followed by the Decision Tree method with an accuracy of 75.3% and 66.2%, respectively. The 

result is backed up by the RapidMiner software (with slightly different accuracy). 

 

VIII. Conclusion 
Inferring from the experiments we conducted, the Logistic Regression Machine Learning Algorithm 

yields the most accurate result in predicting true positive for diabetes. It is followed by Artificial Neural 

Network, Random Forest, and Decision Tree, respectively. 
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