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Abstract: Open domain natural language question answering (QA) is a process of automatically finding 

answers to questions searching collections of text files. Question answering (QA) is a long-standing challenge 

in NLP, and the community has introduced several paradigms and datasets for the task over the past few years. 

These patterns differ from each other in the type of questions and answers and the size of the training data, from 

a few hundreds to millions of examples. Context-aware QA paradigm and two most notable types of 

supervisions are coarse sentence-level and fine-grained span-level. In this paper we analyse different intensive 

researches in semi-supervised learning for question-answering. 

 

I. Introduction 

There are many researches done in this area such as a graph-based semi-supervised learning for the 

question answering (QA) task for ranking candidate sentences. Using textual entailment analysis, we obtain 

entailment scores between a natural language question posed by the user and the candidate sentences 

returned from search engine [1]. The textual deduction between two sentences is assessed via features rep-

resenting high-level attributes of the entailment problem such as sentence structure matching, question-type 

named-entity matching based on a question-classifier, etc. A SSL to demonstrate that utilization of more 

unlabeled data points can improve the answer-ranking task of QA. The graph for labeled and unlabeled data 

using match scores of textual entailment features as similarity weights between data points [1]. A 

summarization method applied on the graph to make the computations feasible on large datasets.  

 

II. A Semi-Supervised Learning Approach TO Why-Question Answering 
Why-question answering method is a semi-supervised learning method for improving to generate 

training data from causal relations in texts such as “[Tsunamis are generated]ef f ect because [the ocean’s water 

mass is dis-placed by an earthquake]cause[2].” A naive method for the generation would be to make a question-

answer pair by simply converting the effect part of the causal relations into a why-question, like “Why are 

tsunamis generated?” from the above example, and using the source text of the causal relations as an answer. 

However, in our preliminary experiments, this naive method actually failed to improve the why-QA 

performance[2]. The main reason was that the machine-generated questions were often incomprehensible like 

“Why does (it) happen?”, and that the system suffered from over fitting to the results of our automatic causality 

recognizer. Hence, a novel method that effectively filters out incomprehensible questions and retrieves from 

texts answers that are likely to be paraphrases of a given causal relation. Through a series of experiments, this 

approach significantly improved the precision of the top answer by 8% over the current state-of-the-art system 

for Japanese why-QA. A novel approach to why-QA, which is semi-supervised learning that, exploits 

automatically generated training data for why-QA, a non-trivial task, to generate training data for why-QA 

using causal relations in texts[2]. This method generates comprehensible questions from causal relations and 

retrieves from web texts answers to the questions, which are likely to be paraphrases of a given causal relation, 

using our baseline why-QA system and vocabulary overlap between answers and causal relations. These 

paraphrases of a given causal relation in the retrieved answers allow why-QA systems to learn a wide range of 

causality expression patterns and to recognize such causality expressions as candidates for answers to why-

questions. This method achieved 8% improvement in precision at the top answer over the current state-of-the-

art system for Japanese why-QA, which was actually used as a starting point for our semi-supervised learning.  

 

QA through Transfer Learning from Large Fine-grained Supervision Data 

In this approach, a task of Question-Answering can crucially benefit from the transfer learning of 

models trained on a different large, fine-grained QA dataset. We achieve the state of the art in two well-studied 

QA datasets, WikiQA and SemEval-2016 (Task 3A), through a basic transfer learning technique from SQuAD 

also finer supervision provides effective advice for learning lexical and syntactic information than coarser 

supervision, through quantitative results and visual analysis[3]. A similar transfer learning procedure achieves 

the state of the art on an entailment task. To show state-of-the-art results on WikiQA and SemEval-2016 (Task 

3A) as well as an entailment task, SICK, outperforming previous results by 8%, 1%, and 2%, respectively[3]. 
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Question answering with sentence-level super-vision can greatly benefit from standard transfer learning of a 

question answering model trained on a large, span-level supervision. So, such transfer learning can be 

applicable in other NLP tasks such as textual entailment. 

 

Semi-Supervised QA with Generative Domain-Adaptive Nets 

In this approach, the problem of semi-supervised question answering deploying unlabeled text to boost 

the performance of question answering models, a novel training framework, the Generative Domain-Adaptive 

Nets[4]. On the basis of reinforcement learning, develop novel domain adaptation algorithms, to reduce the 

discrepancy between the model-generated data distribution and the human-generated data distribution and this 

model to generate questions based on the unlabeled text, and combine model-generated questions with human-

generated questions for training question answering models[4]. In serious and challenging problem, semi-

supervised question answering, neural framework called Generative Domain-Adaptive Nets, which incorporate 

domain adaptation techniques in combination with generative models for semi-supervised learning. Empirically, 

this approach leads to substantial improvements over supervised learning models and outperforms several strong 

base-lines including GANs and dual.  

 

III. Conclusions AND Discussions 
In this paper, we study different semi supervised learning for question answering and analysis for the 

same. In a graph-based SSL algorithm to improve the performance of QA task by exploiting unlabeled 

entailment relations between affirmed question and candidate sentence pairs. A semantic and syntactic feature 

for textual entailment analysis has individually shown to improve the performance of the QA compared to the 

baseline. New graph representation for SSL that can represent textual entailment relations while embedding 

different question structures. Summarization on graph-based SSL can improve the QA task performance when 

more unlabeled data is used to learn the classifier model. We show that semi-supervise learning algorithm for 

why question-answering, QA through transfer learning, QA with generative domain adaptive nets. 
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