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Abstract : In this study, lung cancer was detected by looking at blood value obtained from Ondokuz Mayıs 

University Department of Chest Diseases. During the detection phase; classification is performed and the 

results were evaluated with the performance comparison between machine learning algorithms. The patient's 

information was used in the present data; Age, hb, wbc, neu, lymph, plt, mpv, plr, nlr. The necessary 

normalizations were made on our data before classification. In classification stage, k-nearest neighbors, 

support vector machines, naive bayes, artificial neural networks, and logistic regression methods are used, 

which are frequently used classification algorithms. It has been given comparatively in the detection of lung 

cancer accuracy rates, F-1 measure, precision, sensitivity, specificity among classifiers. Classification 

accuracy; support vector machines, neural networks, k-nearest neighbor, logistic regression, naive bayes 

algorithms gave the best result depending on the data, respectively. 
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I. Introduction 
Lung cancer is a cancer type with a high incidence. It is one of the cancer types that causes death the 

most. Lung cancer constitutes 12.8% of all cancer types worldwide; also it constitutes 17.8% of the cancer 

deaths. The incidence (the number of a specific disease is within a certain time period) of lung cancer increases 

by 0.5% every year globally worldwide. The proportion of this cancer in males represents 38.6%, and in females 

it represents 5.2% in all cancers. However, it is suggested that 15% of lung cancer patients live 5 years or more 

after the diagnosis, together with this early diagnosis and used drugs when they are diagnosed early [1,2]. 

In lung cancer, cells multiply uncontrollably, like every cancer type. It also leads to the change of various 

hematological values with this reproduction [3]. It makes it possible at computer-aided diagnosis of lung cancer 

by evaluating these parameters.In this study, it became possible to diagnose cancer by looking at some 

information in blood values. This information; Hemoglobin (hb), mean red blood cell value (wbc), mean white 

blood cell value (neu), some kind of white blood cell (lenfo), platelet (plt), mean platelet value (mpv), positive 

probability ratio (plr), negative probability ratio (nlr) and age of the patient.Machine learning algorithms have 

been exploited by using blood values to diagnose lung cancer. The performances among the algorithms are 

given comparatively; k-nearest neighbors algorithm, naive bayes, support vector machines, artificial neural 

networks and logistic regression. 

 

II. Material & Methodology 
The lung data obtained from patients of hemoptysis to Ondokuz Mayıs University Department of Chest 

Diseases  between November 2003 and September 2006. Posteroanterior chest radiography, complete blood 

count was performed for each patient. It includes 178 observations, where each sample has 10 properties which 

are detailed in Table I. 

 

Table I. Lung Dataset Explanations 
Lung Cancer Data Description 

Attribute 

No 
Attribute Name Type 

1 HB Numeric 

2 Age (years) Numeric 

3 WBC Numeric 

4 NEU Numeric 

5 LENFO Numeric 

6 PLT Numeric 

7 MPV Numeric 

8 PLR Numeric 

9 NLR Numeric 

10 Severity (0 or 1) Binary 
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Lung Dataset:  the the severity value „1‟ means a cancer for lung cancer (patient) and „0‟ is a healthy 

for lung cancer. There are 77 (48.7%) cases in class „1‟ and 81(51.3%) cases in class „0‟. The HB value is 1 to 4; 

mean hemoglobin. The WBC value is 1 to 5; means red blood cells. The NEU value is 1 to 4; means white 

blood cells. The LENFO value is 1 to 5; means a type of white blood cells . The PLT value is 1 to 5; means 

platelets. The MPV value is 1 to 5; means mean platelet volume. The PLR value is 1 to 5; means the positive 

likelihood ratio. The NLR value is 1 to 5; means the negative likelihood ratio. This study reports a comparative 

study of classification algorithms, KNN, SVM, NN, Naive Bayes and Logistic Regression. Evaluation; it has 

been performed on the lung dataset  to see the difference among the five classification methods. General scheme 

of the study is shown in Figure 1. 

 

 
Figure 1. An Overview Of Study 

 

 

III. Classification Methods 

 

3.1. Support Vector Machine 
Support Vector Machine (SVM) method was introduced by Vapnik et al [4,5]. Create a model by using 

training data and according to this model our test data is included in a certain class. To separate these classes, 

hyperplane is determined in the model building process. SVM is one of the strongest algorithm for machine 

learning and especially in multi-class problems [6,7]. SVM constructs hyperplanes linearly and have to find the 

optimal hyperplane by maximizing the wideness between support vector points and minimize the risk of 

misclassification examples of the test dataset [8,9]. Fig. 2 shows the structure of SVM. The dataset is separated 

into two different classes which are shown as orange and green images. In addition, Fig.2 presents hyperplanes, 

margin and support vectors used to distinguish the classes. 
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Figure 2. The general structure of SVM 

3.2. K-Nearest Neighbor 
The K-Nearest Neighbor (KNN) algorithm is one of the simplest classification approaches in machine 

learning methods. It has been used in many applications in the field of data mining [10,11]. By this algorithm, 

the classifying object assigns to the label of its k-nearest neighbor or neighbors according to the feature vector 

from reference space (training data). It is classified according to the distance and the determined number of k, so 

this algorithm is named as k-nearest neighbor algorithm [12,13]. 

 
Figure 3. KNN Classification (for k=5 neighborhood) 

 

If placed on the two-dimensional coordinate system in Fig.3 is referred to in the five example of the 

five nearest neighbor. If our k value is 5, then the object is simply classified by taking and testing 5 nearest 

neighbor. 4 of the 5 samples are circle, then square will be assigned to class circle. 

 

3.3. Neural Network 
Neural Network were developed by inspired from the information processing and elementary principle 

of the operation technique of human brain (neural system) [14]. With NN, simple biological neural system is 

imitated. It‟s processing, the signals are taken from other neurons and it continues by combining them. The 

neurons combine the all stage by each other and with this neural network will be constituted. The structure of 

the artificial neural network consists of at least 3 layers: the input layer, an output layer and at least one hidden 

layer [15,16]. Figure 4 shows the structure of an artificial neural network consisting of 4 input and 2 output 

layers. 
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Figure 4. The structure of NN 

3.4. Naive Bayes 
Naive Bayes (NB) algorithm is used commonly in data mining and machine learning problems, 

especially in statistical problems [17]. The classification process is made taking advantage of statistical 

methods. We used following equation to calculate the probabilities Eq. 1 

 

𝑃(𝐶1|𝑋)

𝑃(𝐶2|𝑋)
> 1  ,  

𝑃(𝐶1|𝑋)

𝑃(𝐶2|𝑋)
=  

𝑃 𝑋 𝐶1 .𝑃(𝐶1)

𝑃 𝑋 𝐶2 .𝑃(𝐶2)
                                                 (1) 

 

Firstly; A probability value is calculated , in order to decide which class they belong to. Depending on 

these calculated values of probability; the label of the class belonging to the highest probability value is given. 

For example, Figure 5 shows your new incoming S and each C1, C2, C3 labels also represent the class. Since 

our probability value on these labels is the highest C1, we say that new incoming S belongs to the C2 class. 

 
Figure 5. Example X data and Probability-Class Relations 

 

3.5. Logistic Regression 
Logistic Regression (LR), a popular mathematical modeling procedure used in the analysis of epidemiologic 

datasets, especially area of machine learning.  

 

Logistic Regression method can be run in these steps [18]: 

1. Calculate with the logistic function. 

2. Learn the coefficients for a logistic regression model. 

3. Finally,  make predictions using a logistic regression model. 

The logistic function is given below Eq.2. 

 

f x =  
L

1+e
−k (x−x 0 )

                                                                                                                                            (2) 

 

 

where; 
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e=  Euler‟s number 

x0= Middle x-value of sigmoid function 

L= The maximum value of curve 

k= Abruptness of curve [19]. 

Input values (x) to estimate an output value (y); logistic regression equation is used. The logistic regression 

model is given in equation 3. 

 

y =
eb 0+b 1∗x

1+eb 0+b 1x
                                                                                                                                                 (3) 

 

Logistic regression parameters are estimated by maximizing logarithmic likelihood function using training data 

[20]. Figure 6 shows the example of a logistic regression for distinguish two classes (orange- yellow images). 

 

 
Figure 6. Logistic Regression Classification 

 

IV. Application 
The lung dataset consist of 178 observations. For the study, the data is divided into training data and 

test data. The training set is used to build the model of classifier and test set is used to confirm it. In this study, 

as trainning data and test data are used in 75% and 25% , respectively 

Our dependent variable has two category so we begin by considering classification problems using only two 

classes. Formally, each instance I is mapped to one element of the set of positive and negative class labels. A 

classifier model is a mapping from instances to estimated classes[21].  

 

                 
Figure 6. Confusion Matrix 

 

Among the observed true class, True positives considers the proportion of subjects who are “true 

positives (TP)” ,that is, correctly predicted as cases. Among the observed estimated class, Flase Positive 

considers the proportion of subjects who are “false positives (FP)”, that is, are falsely predicted as cases. 

Classification performance measures are used which commonly used. Furthermore, statistical measurements 

also used that  precision, F-measure, sensitivity (true positive rate) and specificity (true negative rate). We used 

following equation to precision Eq.4, F-measure Eq.5,  measure the accuracy Eq. 6, specificity Eq. 7, sensitivity 

Eq. 8, Matthews Correlation Coefficient (MCC) Eq. 9, and Brier Score Eq. 10 [22]. 

 

 

 

Precision= TP / TP+FP                                                                                                                                        (4) 
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F-Measure=2/((1/Precision)+(1/Recall))                                                                                                             (5) 

 

(%)
TP TN

Accuracy
TP TN FP FN




                                                                                                                         (6) 

 

(%)
FP

Specificity
FP TN


                                                                                                                                 (7) 

 

(%)
TP

Sensitivity
TP FN


                                                                                                                                     (8) 

 

 

MCC=
 𝑇𝑃∗𝑇𝑁 −(𝐹𝑃∗𝐹𝑁)

  𝑇𝑃+𝐹𝑃  𝑇𝑃+𝐹𝑁  𝑇𝑁+𝐹𝑃 (𝑇𝑁+𝐹𝑁)
                                                                                                           (9) 

 

 

Brier Score=
1

𝑁
 (𝑓𝑡

𝑁
𝑡=1 − 𝑜𝑡)2                                                                                                                          (10) 

 

𝑓𝑡  =Estimated probability 

𝑜𝑡  =Observed Probability 

 

 

A receiver operating curve (ROC) fort the fitted model and computing the area under the curve as a 

measure of discriminatory performance. The use of ROC has become popular in recent years because of the 

availability of computer software to conveniently produce such a curve as well as compute the area under the 

curve.ROC is a plot of sensitivity by 1-specificity values derived from several classification tables 

corresponding to different cut-points used to classify subjects into one of two-groups or more, e.g., predicted 

cases and noncases of a disease [23,24]. Fig.7 shows ROC graphs for all methods. 

 

 
Figure 7. All Methods ROC Curves 

 

 

 

V. Result 



Lung Cancer Detection and Classification with Classification Algorithms 

DOI: 10.9790/0661-1806037177                                        www.iosrjournals.org                                      77 | Page 

Table II shows the performance of KNN, SVM, NN and lojistic regression classifiers on lung cancer datasets. 

The highest classification accuracy is achieved with Support Vector Machine (SVM) by 99.3%. 

 

 

Table II. The Performance of Classifiers 

 
 

VI. Conclusion 
When you look at the performance chart; different results are produced for each classifier on the lung 

data set. Looking at the correct classification (CA) and other metrics; the best result is given by the support 

vector machine algorithms. SVM algorithm used high dimension to classify the observation so it‟s performance 

is the best. This technique can be applied on medical datasets to help physicians to make more accurate 

decisions about determination lung cancer. In addition, since the computer is supported, the person is 

independent (objective). Therefore, there is less mistakes. Finally, by adding extra preprocessing the correct rate 

can be enhanced. 
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