
IOSR Journal of Computer Engineering (IOSR-JCE)  

e-ISSN: 2278-0661,p-ISSN: 2278-8727, Volume 18, Issue 6, Ver. III (Nov. - Dec. 2016), PP 05-13 

www.iosrjournals.org 

DOI: 10.9790/0661-1806030513                                            www.iosrjournals.org                                    5 | Page 

 

Using Pattern Matching To Minimize Manual Processes in 

Assessment Administration 
 

`Kavindu Augustine Mbii
1
, Dr. Agnes Mindila, Phd

2
,  

Prof. Waweru Mwangi, Phd
3 

2, 4
Institute of Computer Science and Information Technology 

1, 5 
Jomo Kenyatta University ofAgriculture and Technology, 

 

Abstract: Both the Kenya National ICT master plan 2014 – 2018 and vision 2030 placed ICT, Education and 

Training sectors as key pillars to attaining economic and social stability. Sessional paper No. 1 of 2005 stated 

that Information and Communication Technology had a direct role to play in education and if appropriately 

used, ICT could bring many benefits to the education and training sector in general. This research seeks touse 

ICTs to reduce manual processes in assessment administration by introducing an agent that matches an answer 

provided by the trainee in a question to phrases of patterns provided from the marking scheme. Further, the 

percentage matches produced are used to establish if the answer is correct or not. There is a very high 

possibility that if the process returns a big percentage match of over 60%, then the answer is correct. The 

concept under this paper uses NLP to solve the complexities that come with natural language. The WordNet 

module and Lema names properties are used to provide alternativesynonyms used in the marking scheme.This 

paper seeks to provide solution for the TVET education sector whose terminologies and answer expectations are 

more coupled and does not much depend on the language grammar. 
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I. Introduction 
Assessments are essential tools of measuring achievements and progression in academics, but there 

havebeen challenges of implementing digital assessments while manual assessments register more 

disadvantages during theiradministration. The time and money spend on transporting assessment materials to 

and from the centers, ensuring security of the physical assessments papers while eliminating all risks and 

malpractices, employing all human resources required and the time spend on marking while trainees wait for 

results make the whole process costly and tiresome to the examiner and by a transfer of cost, to the examinee. 

Take for example the body mandated to administer assessments in Kenya, the Kenya National Examinations 

Council will require at least five months before they can release technical, vocational and entrepreneurship 

(TVET) results because of the processes involved.That’s a long waiting time for the trainees who cannot 

continue with higher levels without the results.   

The use of this pattern matching concept in assessment will be an ICT solution that would provide new 

dynamics in the TVET education and training sector while web based technologies could be employed to 

provide the implementing environment for these agent increasing its scope of implementation and reducing the 

assessment cost as well as making its administration more dynamic. 

1.1 Pattern Matching Concept 

Pattern matching or basically searching in artificial intelligence is the act of checking for the presence 

of the constituents of a given pattern in a given text where the pattern and the text are strings over some alphabet 

(Akinul 2014). Pattern matching is different from pattern recognition algorithms which aim at providing 

anequitableresponse for all inputs provided, taking into account their statistical variation while pattern 

matching algorithms look for exact matches with pre-existing patterns.  

The simplest implementation concept in pattern matching would be comparing a pattern p against t, 

letter by letter until a match or end of text is found.  

In a simpler explanation, take text X and text Y as the X and Y axis in a big graph and then, record a hit 

at every point where X and Y axis met or collude then out put the colluding words. The illustration below runs 

in O (m*n) since for each character in text t, matching is started with pattern p until mismatch occurs or until 

end of the text, so for large documents and lengthy patterns, this can be very slow. This has been solved by 

various existing algorithms like the Boyer Moore algorithm which has been chosen for this thesis because it has 

been a standard benchmark for the every practical string search theory. It starts searching and matching from the 

end of the needle, so it can usually jump ahead a whole needle length at each step hence reduced processing and 

matching time. It also uses the Index method which masks it a faster search algorithm based on the 

preprocessing of the text.  
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For example if we were searching for "001" in "010001" the process will be as shown below. 

 

 

 

 

Match was found at   

i=3,   

j = 2 

Figure 1.1 Illustration of Basic Pattern Matching Concept 

 

Pattern matching has been used in many application areas such as text editing, data retrieval, data 

filtering or data mining, DNA sequence matching, detecting suspicious keywords in security applications and 

many other applications. 

Depending on the programing languages used, pattern matching can be used for function arguments, in 

case expressions. Itisoften possible to give alternative patterns that are tried one by one. This is achieved using 

tree patterns which can be used in programming languages as a general tool to process data based on its 

structure. A tree pattern is the part of a tree starting with the node that specifies some branches and nodes 

leaving some unspecified with a wildcard pattern. It helps in creation of the abstract syntax tree and algebraic 

data types.The earliest programming language with pattern matching constructs is SNOBOL which is an 

acronym standing for StriNg Oriented and symBOlic Language.SNOBOL4stands out from other programming 

languages in that it has patterns as data types whose values can be manipulated in all ways permitted in the 

programming language and that it provides operators for pattern concatenation and alternation (Eric Matthew 

Johnson, 1995) 

 

1.3using Boyer-Moore Searching Algorithm 

The searching algorithm in BM compares the symbols of the pattern from right to left. After a complete 

match the pattern is shifted according to its widest border. After a mismatch, the pattern is shifted by the 

maximum of the values given by the good-suffix and the bad-character heuristics.(R.S. Boyer, J.S. Moore, 

1977)This is implemented with the simple text searching techniques discussed in 1.1 plus two heuristics which 

are occurrence and match. Occurrence refers to when the character in t [i+m-1] is not contained in the pattern p, 

then shift over to the position i=i+m while match refers to if a partial occurrence of t in p (Gesfield 1997). BM 

creates two tables, which are bmBc and bmGs making it easier to recognize the needed and unneeded characters 

in the pattern making the whole pattern matching process faster. After building a substring index, for example 

a tree or suffix array, the occurrences of a pattern can be found quickly. As an example, a suffix tree can be built 

in  time, and all  occurrences of a pattern can be found in  time under the assumption that the 

alphabet has a constant size and all inner nodes in the suffix tree know what leaves are underneath them (Pekka 

2005). Table’sbmBc and bmGs can be precomputed in time O (m+n-1) before the searching phase and require 

an extra-space in O (mn).  

1.3.1 Right-To-Left Scan and Character Shift 

This works in that, if pattern p is compared with text t and if the right most pattern symbol does not 

occur in the pattern at all, then the pattern can be shifted by m positions behind this text symbol.  That is, check 

whether P occurs in T at some position in the right-to-left scanning manner. 

1.3.2 Bad Character Shift Rule 

This is applied if the text symbol that causes a mismatch occurs somewhere else in the pattern. Then the pattern 

is shifted so that it is aligned to this text symbol.  

 

 
Figure 1.3.2: Illustration of Bad Character Shift 
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Realize that comparing first C-T causes a mismatch. Text symbol C occurs at positions 5,8,11 etc, in 

pattern p. p can then be shifted so that the next rightmost C after the mismatch in the pattern and aligned to text 

symbol C that caused the mismatch. 

1.3.3 Preprocessing for the Bad Character Heuristics 

For the bad character heuristics a function occ is required 

Let A be the underlying alphabet. 

The occurrence function occ : A* A is defined as follows: 

Let p A* with p = p0 ... pm-1 be the pattern and a A an alphabet symbol.  

Then 

occ(p, a) = max{ j | pj = a} 

Here max( ) is set to -1. 

 

13.4 Good Suffix Rule 

Sometimes the bad character heuristics fail hence using the good suffix rule. For the good-suffix 

heuristics an array s is used. Each entry s[b] contains the shift distance of the pattern if a mismatch at position b 

– 1 occurs, i.e. if the suffix of the pattern starting at position bhas matched. In order to determine the shift 

distance, two cases have to be considered. A border is a substring which is both a proper prefix and a proper 

suffix of a string.  

Case 1 

In case 1, the matching suffix occurs somewhere else in the pattern, in which case it becomes better to 

derive the maximum possible shift distance from the structure of the pattern. This is computed as  

If x _= y, then find the right-most copy t_ of t in P such that t_ is not a suffix of P and z _= y 

In this case the matching suffix is a border to suffix of the pattern and have to be determined. It is also 

necessary that the border cannot be extended to the left by the same symbol, since this would cause another 

mismatch after shifting the pattern. 

Case 2 

This case is used when only a part of the matching suffix occurs at the beginning of the pattern. In this 

case the pattern is shifted by the longer of the two distances that are given by the bad character and the good 

suffix heuristics. That is 

If t_ does not exist, then find the largest prefix t__ of P such that it is equal to a suffix of t  

 

Case 3 
Ift_ and t__ do not exist, then p is taken to the end of the window.  

The entire preprocessing algorithm of the Boyer-Moore consists of the bad character preprocessing and 

both parts of the good suffix preprocessing. It more efficient and faster on long patterns and improves the 

performance of pattern searching into a text by considering some observations and comparisons with other 

existing algorithms (Gesfield 1997).  

 

1.4natural Language Processing 

NLP is focused on developing computer systems that can communicate with humans using every day 

or natural language. A major goal in NLP is to produce systems which work with complete threads of discourse 

with human like abilities rather than only with isolated sentences (Russell & Norvig 2003). The results of 

research in the fieldof NLP are quickly put to wide applications in text categorization, automatic translation, 

topic extraction, and summarization. Automatic summarization involves reducing a text document into a short 

set of words that convey the main meaning of the text. (Bernard Marr, 2015).There are two types of automatic 

summarization. One is keyphrase extraction, its goal is to select individual words to tag a document, and the 

other is document summarization. It selects whole sentences to create a short paragraph summary. 

Coreferenceresolutionis the process of finding all expressions that refer to the same entity in a discourse. 

(Heeyoung Lee, Angel Chang, Yves Peirsman, Nathanael Chambers, Mihai Surdeanu, Dan Jurafsky, 2013). 

Modern systems have met this need for carefully designed features and global or entity-centric inference with 

machine learning approaches to coreference resolution. , is important for NLP tasks like summarization, 

question answering, and information extraction. Named Entity Recognizers allows easier application of 

techniques suited towards each task in NLP but a larger annotated data set is needed for it to effectively learn a 

model of named entities.  

Discourse analysis is mostly driven by a binary tree built from non-overlapping text chunks. 

Elementary discourse units (EDUs) are segmented from the text, and serve as the leaves of the discourse tree. 

Many discourse parsers rely on a bottom-up approach for the tree building, linking EDUs and internal nodes 

with a parent relation level by level until encountering the single top root node(Jian Zhao, Fanny Chevalier, 

Christopher Collins, and Ravin Balakrishnan, 2012).Discourse parsing crosses sentence boundaries, extracting 
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relationships within an entire document. Discourse analysescan also be viewed as the semantic structure and its 

relationships within a text document. These discourse structures are the foundation of many text-based 

algorithms.(Vinu V Das, 2011). 

There are three levels of natural language processing: 

1. Syntax  

2. Semantics  

3. Pragmatics 

Syntax is concerned with the proper ordering of words and its effect on meaning. 

Semantics is concerned with the literal meaning of words, phrases, and sentences. 

Pragmatics is concerned with the overall communicative and social context and its effect on interpretation. 

Natural Language Processing and Information Retrieval are very different areas of study, and recently, 

very liitle effort has been put on investigating the use of NLP techniques for information retrieval. Simple 

Natural Language Processing techniques like stopwording and porter-style stemming have also been used in 

Information Retrieval and yield significant improvements, but higher-level processing like chunking, parsing 

and word sense disambiguation only yield very small improvements while increasing the processing and storage 

cost dramatically. Some Information Retreval related tasks, are question answering, information extraction, 

document clustering, filtering, new event detection, and   link detection that can be combined with NLP, (Vinu 

V Das, 2011) 

 

II. Methodology 

The sample questions were collected from three tertiary institutions. The researcher collected 47 

question papers and 15 making schemes from Mwingi Teachers Training College, Pope John Paul Institute of 

professional studies, Kitui and University of Nairobi (Mwingi Center) as the target population. A target 

population is the total collection elements about which one wish to make some inferences (Mugenda and 

Mugenda 2003). 

 

Table 2.0: Target population 
Study Group Question papers Marking schemes 

Biological and Chemical  sciences 6 0 

Engineering and Information Technology 9 10 

Communication and Educational courses 12 1 

Business and Social studies 20 4 

Total 47 15 

 

5 (five) question papers and their marking schemes from the Engineering and Information technology 

study group were used as the study sample. This was because the researcher had prior and advanced knowledge 

in the field of computing. The papers were in hard copy, so they were typed and saved as soft copies to serve as 

and input to the experimental phase of the study.  

2.1research Design 

The research used experimental design focusing on establishing the actual hypothesis and reaching 

tested conclusion of the relationships of various variables in the research. The researcher focused on matching 

an array of patterns: P = {p1, p2...,pk} tokenized using NLTK, which were simply strings of characters from a 

fixed pre created table T=t 1, t 2,...,tN . The aim was to find all occurrences of all the patterns of P in T and 

record the hits which was be used to compute percentages. With factors like Computer Literacy, readiness for 

Adaption, technical Support and government Regulations constant while hardware, software and network 

resources available, the marking scheme preprocessed, a sample of student answers were then provided for 

processing 

 

 
Figure 2.1: Theoretical Model 
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2.2testing Enviromemt 

PYTHON waschosen for implementation of the testing environment. According to python 3.5 

documentation, it has the largest standard library.Python has modules, exceptions, very high level dynamic data 

types, dynamic typing, and classes and combines remarkable power with very clear syntax. It runs on many 

UNIX variants, on Windows versions latter than 2000 and on the Mac as well. It is also an extension language 

for applications that need a programmable interface while it’s portable and easy to learn.The researcher did not 

have prior programing background but the ease to learn of python programming enabled code writing from 

scratch.   

The code is divided inmodules; the first module opens the marking scheme and answers, the second 

module tokenizes them, removes English stop words using NLTK and saves the output files in a text document. 

The third module is an iteration that gets all the posible synonyms of word that are in the tokenized answer, the 

fourth module has the matching code and the final module outputs the percentage match to the marking scheme 

using statistics. 

 

 
Figure 2.2.0 Screenshot Of A Python Code Used In Testing 

 

 
Figure 2.2.1 Synonyms Modulescreen Shoot 

 

The process starts with opening the .txt files of the student answer and the marking tokens.  In python 

this is done by calling open method which is inbuild. The open files are futher tokenized by first importing a 

third party NLTK module and calling the .WordTokenize method. Once the tokenized documents are saved, the 

tokenized student answer is further opened the WordNet module is imported. Wordnet has a wide collection of 

English words. The lema names method is then called to print out all words with a similar meaning with all the 

words in the answer tokens. This is done word by word. A large document is produced with these synonyms 

which are compared to the marking tokens to print out every word that matches with the marking tokens as the 

reference token. This is achieved using the inbuild intersection method in python. The statistics module is a third 

party tool that has been used to computer the percentage match for determining if the answer is correct all 

wrong.  
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Figure 2.2.2 Flow Chart Diagram 

 

III. Results 
A total of six questions with correct answers and a small size of marking tokens, four correct answers 

and with a bulky marking tokens and two with wrong answers were processed 

 

 
Figure 3.0: Tested Questions Sample 

 

The tabulation of number of words per testing data is provides as the following 

 

Table 3.0 Tabulation of Testing Questions Data 



Using Pattern Matching To Minimize Manual Processes in Assessment Administration 

DOI: 10.9790/0661-1806030513                                           www.iosrjournals.org                                   11 | Page 

IV. Conclution 
It was established that the marking tokens size affects the efficiency of the methods used. The higher 

the size of the marking tokens the less efficiency. From the figure 4.1 above, bulky marking schemes provides a 

lesser percentage of something between 15%   and 35% even though the answers provided were correct. This is 

way below the anticipated 60% for the answer to be presumed correct. 

 

 
Figure 4.1 Relationships between Marking Tokena and Percentage Match 

 

It was however established that there was no relationship between the size of the answer the student provided 

and the percentage obtained after processing as shown in figure 4.2 

 

 
Figure 4.2 Relationships between Answer Size and Percentage Match 

 

 
Figure 4.3 Relationships between Marking Scheme and Matched Words 
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It was established that the matched words had a direct relationship to the marking scheme. The higher 

the matching words against the marking tokens, the better the match percentage obtained as shown of figure 4.3 

Contrary to expectations that, there was no clear relationship between the answer provided by the 

student and the size of synonyms produced as shown of figure 4.4. It was found that this was the casebecause 

some words had more synonyms than others. 

 

 
Figure 4.4 Relationships between Student Answer and Answer Synomyns 

 

4.1 The Nonsense Essay Theory 

Les Perelman 2013, brought together nonsense essays that fooled software grading systems into giving 

high marks while criticizing the study by Shermis & Hammer (2012) about automated essay scoring (AES) of 

student essays as accurate as scoring by human readers. He provided different datasets in a close examination of 

the paper’s methodology because of the widespread publicity surrounding the study. 

The researcher’sopinion of the nonsense essay theory in relation to assessments on engineering and 

information technology domain would be that if a student submits a nonsense answer to the proposed agent and 

scores something above 60%, then the student must have had prior knowledge about the subject in question and 

deserves the percentages awarded. Terms and definitions in most scientific, mathematical, social and business 

domains are tightly coupled to their meanings and relationships in these fields.  

 

V. Recomendations 
Pattern matching is a technic that can be used to grade student answers in more coupled subjects. This 

can be achieved with the help of natural language processing technics to get synonyms of words that the student 

will use in the answer. Natural Language tool kit is one of the many natural language tools that can be used for 

natural language processing. It offers a wide dictionary of English, Italian, Spanish and Greek words. More 

languages are still being processed. 
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